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Abstract: The various behavioral disciplines model human behavior in distinct and incompatible ways. Yet, recent theoretical and empirical developments have created the conditions for rendering coherent the areas of overlap of the various behavioral disciplines. The analytical tools deployed in this task incorporate core principles from several behavioral disciplines. The proposed framework recognizes evolutionary theory, covering both genetic and cultural evolution, as the integrating principle of behavioral science. Moreover, if decision theory and game theory are broadened to encompass other-regarding preferences, they become capable of modeling all aspects of decision making, including those normally considered “psychological,” “sociological,” or “anthropological.” The mind as a decision-making organ then becomes the organizing principle of psychology.
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1. Introduction

The behavioral sciences encompass economics, biology, anthropology, sociology, psychology, and political science, as well as their subdisciplines, including neuroscience, archaeology, and paleontology, and to a lesser extent, such related disciplines as history, legal studies, and philosophy.1 These disciplines have many distinct concerns, but each includes a model of individual human behavior. These models are not only different, which is to be expected given their distinct explanatory goals, but also incompatible. Nor can this incompatibility be accounted for by the type of causality involved (e.g., ultimate as opposed to proximate explanations). This situation is well known but does not appear disconcerting to behavioral scientists, as there has been virtually no effort to repair this condition.2 In their current state, however, according the behavioral sciences the status of true sciences is less than credible.

One of the great triumphs of twentieth-century science was the seamless integration of physics, chemistry, and astronomy, on the basis of a common model of fundamental particles and the structure of space-time. Of course, gravity and the other fundamental forces, which operate on extremely different energy scales, have yet to be reconciled; and physicists are often criticized for their seemingly endless generating of speculative models that might accomplish this reconciliation. But a similar dissatisfaction with analytical incongruence on the part of their practitioners would serve the behavioral sciences well. This paper argues that we now have the analytical and empirical bases to construct the framework for an integrated behavioral science.

The behavioral sciences all include models of individual human behavior. These models should be compatible. Indeed, there should be a common underlying model, enriched in different ways to meet the particular needs of each discipline. We cannot easily attain this goal at present, however, as the various behavioral disciplines currently have incompatible models. Yet, recent theoretical and empirical developments have created the conditions for rendering coherent the areas of overlap of the various behavioral disciplines. The analytical tools deployed in this task incorporate core principles from several behavioral disciplines.3

The standard justification for the fragmentation of the behavioral disciplines is that each has a model of human behavior well suited to its particular object of study. While this is true, where these objects of study overlap, their models must be compatible. In particular, psychology, economics, anthropology, biology, and sociology should have concordant explanations of law-abiding behavior, charitable giving, political corruption, voting behavior, and other complex behaviors that do not fit nicely within disciplinary boundaries. They do not have such explanations presently.

This paper sketches a framework for the unification of the behavioral sciences. Two major conceptual categories – evolution and game theory – cover ultimate and proximate causality. Under each category are conceptual subcategories that relate to overlapping interests of two or more behavioral disciplines. In this target article, I argue the following points:

1.1. Evolutionary perspective

Evolutionary biology underlies all behavioral disciplines because Homo sapiens is an evolved species whose characteristics are the product of its particular evolutionary history.

1.1.1. Gene-culture coevolution. The centrality of culture and complex social organization to the evolutionary success of Homo sapiens implies that fitness in humans will depend
on the structure of cultural life. Because culture is influenced by human genetic propensities, it follows that human cognitive, affective, and moral capacities are the products of a unique dynamic known as gene-culture coevolution, in which genes adapt to a fitness landscape of which cultural forms are a critical element, and the resulting genetic changes lay the basis for further cultural evolution. This coevolutionary process has endowed us with preferences that go beyond the self-regarding concerns emphasized in traditional economic and biological theories, and embrace such other-regarding values as a taste for cooperation, fairness, and redistribution; the capacity to empathize; and the ability to value such constitutive behaviors as honesty, hard work, tolerance, diversity, and loyalty to one’s reference group.  

1.1.3. Internalization of norms. In sharp contrast to other species, humans have preferences that are socially programmable, in the sense that the individual’s goals, and not merely the methods for their satisfaction, are acquired through a social learning process. Culture therefore takes the form not only of new techniques for controlling nature, but also of norms and values that are incorporated into individual preference functions through the sociological mechanism known as socialization and the psychological mechanism known as internalization of norms. Surprisingly, the internalization of norms, which is perhaps the most singularly characteristic feature of the human mind and central to understanding cooperation and conflict in human society, is ignored or misrepresented in the other behavioral disciplines, anthropology and social psychology aside.

1.2. Game theory

The analysis of living systems includes one concept that does not occur in the nonliving world and that is not analytically represented in the natural sciences. This is the notion of a strategic interaction, in which the behavior of individuals is derived by assuming that each is choosing a fitness-relevant response to the actions of other individuals. The study of systems in which individuals choose fitness-relevant responses and in which such responses evolve dynamically, is called evolutionary game theory. Game theory provides a transdisciplinary conceptual basis for analyzing choice in the presence of strategic interaction. However, the classical game-theoretic assumption that individuals are self-regarding must be abandoned except in specific situations (e.g., anonymous market interactions), and many characteristics that classical game theorists have considered logical implications of the principles of rational behavior, including the use of backward induction, are in fact not implied by rationality.

1.2.1. The brain as a decision-making organ.

In any organism with a central nervous system, the brain evolved because centralized information processing entailed enhanced decision-making capacity, the fitness benefits thereof more than offsetting its metabolic and other costs. Therefore, decision making must be the central organizing principle of psychology. This is not to say that learning (the focus of behavioral psychology) and information processing (the focus of cognitive psychology) are not of supreme importance, but rather, that principles of learning and information processing only make sense in the context of the decision-making role of the brain.

1.2.2. The rational actor model.

General evolutionary principles suggest that individual decision-making can be modeled as optimizing a preference function subject to informational and material constraints. Natural selection ensures that content of preferences will reflect biological fitness, at least in the environments in which preferences evolved. The principle of expected utility extends this optimization to stochastic outcomes. The resulting model is called the rational actor model in economics, but I will generally refer to this as the beliefs, preferences, and
constraints (BPC) model to avoid the often misleading connotations attached to the term “rational.”

Economics, biology, and political science integrate game theory into the core of their models of human behavior. By contrast, game theory widely evokes emotions, from laughter to hostility, in other behavioral disciplines. Certainly, if one rejects the BPC model (as these other disciplines characteristically do), game theory makes no sense whatsoever. The standard critiques of game theory in these other disciplines are indeed generally based on the sorts of arguments on which the critique of the BPC model is based; I discuss this in section 9.

In addition to these conceptual tools, the behavioral sciences of course share common access to the natural sciences, statistical and mathematical techniques, computer modeling, and a common scientific method.

The afore-mentioned principles are certainly not exhaustive. The list is quite spare, and will doubtless be expanded in the future. Note that I am not asserting that the above-mentioned principles are the most important in each behavioral discipline. Rather, I am saying that they contribute to constructing a bridge across disciplines—a common model of human behavior from which each discipline can branch.

Accepting the above framework may entail substantive reworking of basic theory in a particular discipline, but I expect that much research will be relatively unaffected by this reworking. For instance, a psychologist working on visual processing, or an economist working on futures markets, or an anthropologist tracking food-sharing practices across social groups, or a sociologist gauging the effect of dual parenting on children’s educational attainment, might gain little from knowing that a unified model underlay all the behavioral disciplines. But, I suggest that in such critical areas as the relationship between corruption and economic growth, community organization and substance abuse, taxation and public support for the welfare state, and the dynamics of criminality, researchers in one discipline are likely to benefit greatly from interacting with sister disciplines in developing valid and useful models.

In what follows, I expand on each of the above concepts, after which I address common objections to the beliefs, preferences, and constraints (BPC) model and game theory.

2. Evolutionary perspective

A replicator is a physical system capable of making copies of itself. Chemical crystals, such as salt, have this property of replication; but biological replicators have the additional ability to assume a myriad of physical forms based on the highly variable sequencing of their chemical building blocks (Schrödinger called life an “aperiodic crystal” in 1944, before the structure of DNA was discovered). Biology studies the dynamics of such complex replicators, using the evolutionary concepts of replication, variation, mutation, and selection (Lewontin 1974).

Biology plays a role in the behavioral sciences much like that of physics in the natural sciences. Just as physics studies the elementary processes that underlie all natural systems, so biology studies the general characteristics of survivors of the process of natural selection. In particular, genetic replicators, the environments to which they give rise, and the effect of these environments on gene frequencies, account for the characteristics of species, including the development of individual traits and the nature of intraspecific interaction. This does not mean, of course, that behavioral science in any sense reduces to biological laws. Just as one cannot deduce the character of natural systems (e.g., the principles of inorganic and organic chemistry, the structure and history of the universe, robotics, plate tectonics) from the basic laws of physics, similarly one cannot deduce the structure and dynamics of complex life forms from basic biological principles. But, just as physical principles inform model creation in the natural sciences, so must biological principles inform all the behavioral sciences.

3. The brain as a decision-making organ

The fitness of an organism depends on how effectively it makes choices in an uncertain environment. Effective choice must be a function of the organism’s state of knowledge, which consists of the information supplied by the sensory organs that monitor the organism’s internal states and its external environment. In relatively simple organisms, the choice environment is primitive and distributed in a decentralized manner over sensory inputs. But, in three separate groups of animals—the craniates (vertebrates and related creatures), arthropods (including insects, spiders, and crustaceans), and cephalopods (squid, octopuses, and other mollusks)—a central nervous system with a brain (a centrally located decision-making and control apparatus) evolved. The phylogenetic tree of vertebrates exhibits increasing complexity through time, and increasing metabolic and morphological costs of maintaining brain activity. The brain evolved because more complex brains, despite their costs, enhanced the fitness of their bearers. Brains, therefore, are ineluctably structured to make, on balance, fitness-enhancing decisions in the face of the various constellations of sensory inputs their bearers commonly experience.

The human brain shares most of its functions with that of other vertebrate species, including the coordination of movement, maintenance of homeostatic bodily functions, memory, attention, processing of sensory inputs, and elementary learning mechanisms. The distinguishing characteristic of the human brain, however, lies in its extraordinary power as a decision-making mechanism.

Surprisingly, this basic insight is missing from psychology, which focuses on the processes that render decision-making possible (attention, logical inference, emotion vs. reason, categorization, relevance) but virtually ignores, and seriously misrepresents decision making itself. Psychology has two main branches: cognitive and behavioral. The former defines the brain as an “information-processing organ” and generally argues that humans are relatively poor, irrational, and inconsistent decision makers. The latter is preoccupied with learning mechanisms that humans share with virtually all metazoans (stimulus response, the law of effect, operant conditioning, and the like). For example, a widely used text of graduate-level readings in cognitive psychology (Sternberg & Wagner 1999) devotes the ninth of 11 chapters to “Reasoning, Judgment, and Decision Making.” It offers two papers, the first of which shows that human subjects generally fail simple
logical inference tasks, and the second shows that human subjects are irrationally swayed by the way a problem is verbally “framed” by the experimenter. A leading undergraduate cognitive psychology text (Goldstein 2005) places “Reasoning and Decision Making” last among 12 chapters. This chapter includes one paragraph describing the rational actor model, followed by many pages purporting to explain why the model is wrong. Behavioral psychology generally avoids positing internal states, of which beliefs and preferences and even some constraints (e.g., a character virtue such as keeping promises) are examples. When the rational actor model is mentioned with regard to human behavior, it is summarily rejected (Herrnstein et al. 1997). Not surprisingly, in a leading behavioral psychology text (Mazur 2002), choice is covered in the last of 14 chapters and is limited to a review of the literature on choice between concurrent reinforcement schedules and the capacity to defer gratification.

Summing up a quarter century of psychological research in 1995, Paul Slovic asserted, accurately I believe, that “it is now generally recognized among psychologists that utility maximization provides only limited insight into the processes by which decisions are made” (Slovic 1995, p. 365). "People are not logical," psychologists are fond of saying, "they are psychological." In this paper I argue precisely the opposite position: people are generally rational, though subject to performance errors. Psychology could be the centerpiece of the human behavioral sciences by providing a general model of decision making for the other behavioral disciplines to use and elaborate for their various purposes. The field fails to hold this position because its core theories do not take the fitness-enhancing character of the human brain, its capacity to make effective decisions in complex environments, as central.8

4. The foundations of the BPC model

For every constellation of sensory inputs, each decision taken by an organism generates a probability distribution over fitness outcomes, the expected value of which is the fitness associated with that decision. Because fitness is a scalar variable (basically, the expected number of offspring to reach reproductive maturity), for each constellation of sensory inputs, each possible action the organism might take has a specific fitness value; and organisms whose decision mechanisms are optimized for this environment will choose the available action that maximizes this fitness value.9 It follows that, given the state of its sensory inputs, if an organism with an optimized brain chooses action A over action B when both are available, and chooses action B over action C when both are available, then it will also choose action A over action C when both are available. This is called choice consistency.

The rational actor model was developed in the twentieth century by John von Neumann, Leonard Savage, and many others. The model appears prima facie to apply only when individuals can determine all the logical and mathematical implications of the knowledge they possess. However, the model in fact depends only on choice consistency and the assumption that an individual can trade off among outcomes, in the sense that for any finite set of outcomes A1, A2, ..., An, if A1 is the least preferred and An the most preferred outcome, then for any Ai, where 1 ≤ i ≤ n, there is a probability pi, where 0 ≤ pi ≤ 1, such that the individual is indifferent between Ai and a lottery that pays Ai with probability pi and pays An with probability 1−pi (Kreps 1990). (A lottery is a probability distribution over a finite set of outcomes.) Clearly, these assumptions are often extremely plausible. When applicable, the rational actor model’s choice consistency assumption explains explanatory power, even in areas that have traditionally rejected the model (Coleman 1990; Hechter & Kanazawa 1997; Kollock 1997). In short, when preferences are consistent, they can be represented by a numerical function, which we call the objective function, that individuals maximize subject to their beliefs (including Bayesian probabilities) and the constraints that they face.

Four caveats are in order. First, this analysis does not suggest that people consciously maximize anything. Second, the model does not assume that individual choices, even if they are self-referring (e.g., personal consumption), are always welfare-enhancing. Third, preferences must be stable across time to be theoretically useful; but preferences are ineluctably a function of such parameters as hunger, fear, and recent social experience, and beliefs can change dramatically in response to immediate sensory experience. Finally, the BPC model does not presume that beliefs are correct or that they are updated correctly in the face of new evidence, although Bayesian assumptions concerning updating can be made part of preference consistency in elegant and compelling ways (Jaynes 2003).

The rational actor model is the cornerstone of contemporary economic theory, and in the past few decades it has become equally important in the biological modeling of animal behavior (Alcock 1993; Real 1991; Real & Caraco 1986). Economic and biological theory therefore have a natural affinity: the choice consistency on which the rational actor model of economic theory depends is rendered plausible by biological evolutionary theory, and the optimization techniques pioneered by economic theorists are routinely applied and extended by biologists in modeling the behavior of organisms.

For similar reasons, in a stochastic environment, natural selection will enhance the capacity of the brain to make choices that enhance expected fitness, and hence that satisfy the expected utility principle. To see this, suppose an organism must choose from action set X, where each x ∈ X determines a lottery that pays i offspring with probability pi(x), for i = 0, 1, ..., n. Then the expected number of offspring from this lottery is

\[ \psi(x) = \sum_{j=1}^{n} jp_j(x) \]

Let L be a lottery on X that delivers \( x_i \in X \) with probability \( q_i \) for \( i = 1, \ldots, k \). The probability of \( f \) offspring given \( L \) is then

\[ \sum_{i=1}^{k} q_i p_i(x_i) \]
so the expected number of offspring given \( L \) is
\[
\sum_{j=1}^{n} \sum_{i=1}^{k} q_j p_j(x_i) = \sum_{i=1}^{k} q_i \sum_{j=1}^{k} p_j(x_i)
\]
\[
= \sum_{i=1}^{k} q_i \psi(x_i)
\]
which is the expected value theorem with utility function \( \psi(\bullet) \). (See also Cooper 1987.)

There are few reported failures of the expected utility theorem in nonhumans, and there are some compelling examples of its satisfaction (Real & Caraco 1986). The difference between humans and other animals is that the latter are tested in real life, or in elaborate simulations of real life, whereas humans are tested in the laboratory under conditions differing radically from real life. Although it is important to know how humans choose in such situations (see sect. 9), there is certainly no guarantee they will make the same choices in the real-life situation and in the situation analytically generated to represent it. For example, a heuristic that says “adopt choice behavior that appears to have benefited others” may lead to expected maximization even when individuals are error-prone when evaluating stochastic alternatives in the laboratory.

In addition to the explanatory success of theories based on the rational actor model, supporting evidence from contemporary neuroscience suggests that maximization is not simply an “as if” story. In fact, the brain’s neural circuitry makes choices by internally representing the payoffs of various alternatives as neural firing rates, choosing such a maximal rate (Dorris & Glimcher 2004; Glimcher 2003; Glimcher et al. 2005). Neuroscientists increasingly find that an aggregate decision-making process in the brain synthesizes all available information into a single, unitary value (Glimcher 2003; Parker & Newsome 1998; Schall 
& Thompson 1999). Indeed, when animals are tested in a repeated trial setting with variable reward, dopamine neurons appear to encode the difference between the reward that an animal expected to receive and the reward that an animal actually received on a particular trial (Schultz et al. 1997; Sutton & Barto 2000), an evaluation mechanism that enhances the environmental sensitivity of the animal’s decision-making system. This error-prediction mechanism has the drawback of seeking only local optima (Sugrue et al. 2005). Montague and Berns (2002) address this problem, showing that the orbitofrontal cortex and striatum contain mechanisms for more global predictions that include risk assessment and discounting of future rewards. Their data suggest a decision-making model that is analogous to the famous Black-Scholes options pricing equation (Black & Scholes 1973).

Although the neuroscientific evidence supports the BPC model, it does not support the traditional economic model of Homo economicus. For instance, recent evidence supplies a neurological basis for hyperbolic discounting, and hence undermines the traditional belief in time consistent preferences. McClure et al. (2004) showed that two separate systems are involved in long-versus short-term decisions. The lateral prefrontal cortex and posterior parietal cortex are engaged in all intertemporal choices, while the paralimbic cortex and related parts of the limbic system kick in only when immediate rewards are available. Indeed, the relative engagement of the two systems is directly associated with the subject’s relative favoring of long-term over short-term reward.

The BPC model is the most powerful analytical tool of the behavioral sciences. For most of its existence this model has been justified in terms of “revealed preferences,” rather than by the identification of neural processes that generate constrained optimal outcomes. The neuroscience evidence suggests a firmer foundation for the rational actor model.

5. Gene-culture coevolution

The genome encodes information that is used to construct a new organism, to instruct the new organism how to transform sensory inputs into decision outputs (i.e., to endow the new organism with a specific preference structure), and to transmit this coded information virtually intact to the new organism. Because learning about one’s environment may be costly and is error prone, efficient information transmission will ensure that the genome encodes all aspects of the organism’s environment that are constant, or that change only very slowly through time and space. By contrast, environmental conditions that vary across generations and/or in the course of the organism’s life history can be dealt with by providing the organism with the capacity to learn, and hence phenotypically adapt to specific environmental conditions.

There is an intermediate case that is not efficiently handled by either genetic encoding or learning. When environmental conditions are positively but imperfectly correlated across generations, each generation acquires valuable information through learning that it cannot transmit genetically to the succeeding generation, because such information is not encoded in the germ line. In the context of such environments, there is a fitness benefit to the transmission of information by means other than the germ line concerning the current state of the environment. Such epigenetic information is quite common (Jablonska & Lamb 1995), but it achieves its highest and most flexible form in cultural transmission in humans and, to a lesser extent, in primates and other animals (Bonner 1984; Richerson & Boyd 1998). Cultural transmission takes the form of vertical (parents to children), horizontal (peer to peer), and oblique (elder to younger), as in Cavalli-Sforza and Feldman (1981); prestige (higher-influencing lower-status), as in Henrich and Gil-White (2001); popularity-related, as in Newman et al. (2006); and even random population-dynamic transmission, as in Sherman (1997) and Skibo and Bentley (2003).

The parallel between cultural and biological evolution goes back to Huxley (1955), Popper (1979), and James (1880). The idea of treating culture as a form of epigenetic transmission was pioneered by Richard Dawkins, who coined the term “meme” in The Selfish Gene (1976) to represent an integral unit of information that could be transmitted phenotypically. There quickly followed several major contributions to a biological approach to culture, all based on the notion that culture, like genes, could evolve through replication (intergenerational transmission), mutation, and selection (Boyd & Richerson 1985; Cavalli-Sforza & Feldman 1982; Lumsden & Wilson 1981).
Cultural elements reproduce themselves from brain to brain and across time, mutate, and are subject to selection according to their effects on the fitness of their carriers (Boyd & Richerson 1985; Cavalli-Sforza & Feldman 1982; Parsons 1964). Moreover, there are strong interactions between genetic and epigenetic elements in human evolution, ranging from basic physiology (e.g., the transformation of the organs of speech with the evolution of language) to sophisticated social emotions, including empathy, shame, guilt, and revenge seeking (Zajonc 1980; 1984).

Because of their common informational and evolutionary character, there are strong parallels between genetic and cultural modeling (Mesoudi et al. 2006). Like biological transmission, culture is transmitted from parents to offspring; and like cultural transmission, wherein culture is transmitted horizontally among unrelated individuals, so too in microbes and many plant species genes are regularly transferred across lineage boundaries (Abbott et al. 2003; Jablonka & Lamb 1995; Rivera & Lake 2004). Moreover, anthropologists reconstruct the history of social groups by analyzing homologous and analogous cultural traits, much as biologists reconstruct the evolution of species by the analysis of shared characters and homologous DNA (Mace & Pagel 1994). Indeed, the same computer programs developed by biological systematists are used by cultural anthropologists (Holden 2002; Holden & Mace 2003). In addition, archeologists who study cultural evolution have a modus operandi similar to that of paleobiologists who study genetic evolution (Mesoudi et al. 2006): both attempt to reconstruct lineages of artifacts and their carriers. Like paleobiology, archaeology assumes that when analogy can be ruled out, similarity implies causal connection by inheritance (O’Brien & Lyman 2000). Like biogeography’s study of the spatial distribution of organisms (Brown & Lomolino 1998), behavioral ecology studies the interaction of ecological, historical, and geographical factors that determine distribution of cultural forms across space and time (Smith & Winterhalder 1992).

Perhaps the most common critique of the analogy between genetic and cultural evolution is that the gene is a well-defined, distinct, independently reproducing and mutating entity, whereas the boundaries of the unit of culture are ill-defined and overlapping. In fact, however, this view of the gene is simply outdated. Overlapping, nested, and movable genes, discovered in the course of the past 35 years, have some of the fluidity of cultural units, whereas often the boundaries of a cultural unit (a belief, icon, word, technique, stylistic convention) are quite delimited and specific. Similarly, alternative splicing, nuclear and messenger RNA editing, cellular protein modification, and genomic imprinting – which are quite common – undermine the standard view of the insular gene producing a single protein, and support the notion of genes having variable boundaries and strongly context-dependent effects.

Dawkins added a second fundamental mechanism of epigenetic information transmission in The Extended Phenotype (Dawkins 1982), noting that organisms can directly transmit environmental artifacts to the next generation, in the form of such constructs as beaver dams, beehives, and even social structures (e.g., mating and hunting practices). The phenomenon of a species creating an important aspect of its environment and stably transmitting this environment across generations, known as niche construction, is a widespread form of epigenetic transmission (Odling-Smee et al. 2003). Moreover, niche construction gives rise to what might be called a gene–environment coevolutionary process – that is, a genetically induced environmental regularity becomes the basis for genetic selection, and genetic mutations that give rise to mutant niches survive if they are fitness-enhancing for their constructors. The dynamical modeling of the reciprocal action of genes and culture is known as gene–culture coevolution (Bowler & Gintis 2005a; Durham 1991; Feldman & Zhivotovsky 1992; Lumsden & Wilson 1981).

An excellent example of gene–environment coevolution is the honeybee, in which the origin of its eusociality doubtless lay in the high degree of relatedness fostered by haplodiploidy, but which persists in modern species despite the fact that relatedness in the hive is generally quite low, on account of multiple queen matings, multiple queens, queen deaths, and the like (Gadagkar 1991; Seeley 1997). The social structure of the hive is transmitted epigenetically across generations, and the honeybee genome is an adaptation to the social structure laid down in the distant past.

Gene–culture coevolution in humans is a special case of gene–environment coevolution in which the environment is culturally constituted and transmitted (Feldman & Zhivotovsky 1992). The key to the success of our species in the framework of the hunter-gatherer social structure in which we evolved is the capacity of unrelated, or only loosely related, individuals to cooperate in relatively large egalitarian groups in hunting and territorial acquisition and defense (Boehm 2000; Richerson & Boyd 2004). Although contemporary biological and economic theory have attempted to show that such cooperation can be effected by self-regarding rational agents (Alexander 1987; Fudenberg et al. 1994; Trivers 1971), the conditions under which this is the case are highly implausible even for small groups (Boyd & Richerson 1988; Gintis 2005b). Rather, the social environment of early humans was conducive to the development of prosocial traits, such as empathy, shame, pride, embarrassment, and reciprocity, without which social cooperation would be impossible.

Neuroscientific studies exhibit clearly both the neural plasticity of and the genetic basis for moral behavior. Brain regions involved in moral judgments and behavior include the prefrontal cortex, the orbitofrontal cortex, and the superior temporal sulcus (Moll et al. 2005). These brain structures are present in all primates but are most highly developed in humans and are doubtless evolutionary adaptations (Schulkin 2000). The evolution of the human prefrontal cortex is closely tied to the emergence of human morality (Allman et al. 2002). Patients with focal damage to one or more of these areas exhibit a variety of antisocial behaviors, including sociopathy (Miller et al. 1997) and the absence of embarrassment, pride, and regret (Beer et al. 2003; Camille 2004).
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The human responsiveness to socialization pressures represents perhaps the most powerful form of epigenetic transmission found in nature. In effect, human preferences are programmable, in the same sense that a computer can be programmed to perform a wide variety of tasks. This epigenetic flexibility, which is an emergent property of the complex human brain, in considerable part accounts for the stunning success of the species Homo sapiens. When people internalize a norm, the frequency of its occurrence in the population will be higher than if people follow the norm only instrumentally – that is, only when they perceive it to be in their material self-interest to do so. The increased incidence of altruistic prosocial behaviors permits humans to cooperate effectively in groups (Gintis et al. 2005a).

Given the abiding disarray in the behavioral sciences, it should not be surprising to find that socialization has no conceptual standing outside of sociology, anthropology, and social psychology, and that most behavioral scientists subsume it under the general category of “information transmission,” which would make sense only if moral values expressed matters of fact, which they do not. Moreover, the socialization concept is incompatible with the assumption in economic theory that preferences are mostly, if not exclusively, self-regarding; given that social values commonly involve caring about fairness and the well-being of others Sociology, in turn, systematically ignores the limits to socialization (Pinker 2002; Tooby & Cosmides 1992) and supplies no theory of the emergence and abandonment of particular values, both of which depend in part on the contribution of values to fitness and well-being, as economic and biological theory would suggest (Gintis 2003a; 2003b). Moreover, there are often swift society-wide value changes that cannot be accounted for by socialization theory (Gintis 1975; Wrong 1961). When properly qualified, however, and appropriately related to the general theory of cultural evolution and strategic learning, socialization theory is considerably strengthened.

### 8. Game theory: The universal lexicon of life

In the BPC model, choices give rise to probability distributions over outcomes, the expected values of which are the payoffs to the choice from which they arose. Game theory extends this analysis to cases where there are multiple decision makers. In the language of game theory, players are endowed with a set of strategies, and they have certain information concerning the rules of the game, the nature of the other players, and their available strategies. Finally, for each combination of strategy choices by the players, the game specifies a distribution of individual payoffs to the players. Game theory predicts the behavior of the players by assuming each maximizes its preference function subject to its information, beliefs, and constraints (Kreps 1990).

Game theory is a logical extension of evolutionary theory. To see this, suppose there is only one replicator, deriving its nutrients and energy from nonliving sources (the sun, the Earth’s core, amino acids produced by electrical discharge, and the like). The replicator population will then grow at a geometric rate, until it presses upon its environmental inputs. At that point, mutants that exploit the environment more efficiently will out-compete their less efficient conspecifics; and with input scarcity, mutants will emerge that “steal” from conspecifics who have amassed valuable resources. With the rapid growth of such mutant predators, their prey will mutate, thereby devising means of avoiding predation, and the predators will counter with their own novel predatory capacities. In this manner, strategic interaction is born from elemental evolutionary forces. It is only a conceptually short step from this point to cooperation and competition among cells in a multi-cellular body, among conspecifics who cooperate in social production, between males and females in a sexual species, between parents and offspring, and among groups competing for territorial control (Maynard Smith & Szathmary 1995/1997).

Historically, game theory emerged not from biological considerations but, rather, from the strategic concerns of combatants in World War II (Poundstone 1992; Von Neumann & Morgenstern 1944). This led to the widespread caricature of game theory as applicable only to static confrontations of rational self-regarding agents possessed of formidable reasoning and information-processing capacity. Developments within game theory in recent years, however, render this caricature inaccurate.

First, game theory has become the basic framework for modeling animal behavior (Alcock 1993; Krebs & Davies 1997a; Maynard Smith 1982), and thus has shed its static and hyperrationalistic character, in the form of evolutionary game theory (Gintis 2000c). The players in evolutionary game theory do not require the formidable information-processing capacities of the players in classical game theory, so disciplines that recognize that cognition is scarce and costly can make use of evolutionary game-theoretic models (Gigerenzer & Selten 2001; Gintis 2000c; Young 1998). Therefore, we may model individuals as considering only a restricted subset of strategies (Simon 1972; Winter 1971), and as using rule-of-thumb heuristics rather than maximization techniques (Gigerenzer & Selten 2001). Game theory is therefore a generalized schema that permits the precise framing of meaningful empirical assertions, but imposes no particular structure on the predicted behavior.

Second, evolutionary game theory has become a key to understanding the fundamental principles of evolutionary biology. Throughout much of the twentieth century, classical population biology did not employ a game-theoretic framework (Fisher 1930; Haldane 1932; Wright 1931). However, Moran (1964) showed that Fisher’s Fundamental Theorem – which states that as long as there is positive genetic variance in a population, fitness increases over time – is false when more than one genetic locus is involved. Eshel and Feldman (1984) identified the problem with the population genetic model in its abstraction from mutation. But how do we attach a fitness value to a mutant? Eshel and Feldman (1984) suggested that payoffs be modeled game-theoretically on the phenotypic level and that a mutant gene be associated with a strategy in the resulting game. With this assumption, they showed that under some restrictive conditions, Fisher’s Fundamental Theorem (Fisher 1930) could be restored. Their results have been generalized by Liberman (1988), Hammerstein and Selten (1994), Hammerstein (1996), Eshel et al. (1998), and others.
Third, the most natural setting for biological and social dynamics is game theoretic. Replicators (genetic and/or cultural) endow copies of themselves with a repertoire of strategic responses to environmental conditions, including information concerning the conditions under which each strategy is to be deployed in response to the character and density of competing replicators. Genetic replicators have been understood since the rediscovery of Mendel’s laws in the early twentieth century. Cultural transmission also apparently occurs at the neuronal level in the brain, perhaps in part through the action of mirror neurons, which fire when either the individual performs a task or undergoes an experience, or when the individual observes another individual performing the same task or undergoing the same experience (Fetz & Gächter 2002; Rizzolatti et al. 2002; Williams et al. 2001). Mutations include replacement of strategies by modified strategies; and the “survival of the fittest” dynamic (formally called a replicator dynamic) ensures that replicators with more successful strategies replace those with less successful (Taylor & Jonker 1978).

Fourth, behavioral game theorists, who use game theory to collect experimental data concerning strategic interaction, now widely recognize that in many social interactions, individuals are not self-regarding. Rather, they often care about the payoffs to and intentions of other players, and they will sacrifice to uphold personal standards of honesty and decency (Fehr & Gächter 2002; Gintis et al. 2005a; Gneezy 2005; Wood 2003). Moreover, humans care about power, self-esteem, and behaving morally (Bowles & Gintis 2005a; Gintis 2003a; Wood 2003). Because the rational actor model treats action as instrumental towards achieving rewards, it is often inferred that action itself cannot have reward value. This is an unwarranted inference. For instance, the rational actor model can be used to explain collective action (Olson 1965), since individuals may place positive value on the process of acquisition (e.g., “fighting for one’s rights”), and they can value punishing those who refuse to join in the collective action (Moore 1978; Wood 2003). Indeed, contemporary experimental work indicates that one can apply standard choice theory, including the derivation of demand curves, plotting concave indifference curves, and finding price elasticities, for such preferences as charitable giving and punitive retribution (Andreoni & Miller 2002).

As a result of its maturation over the past quarter century, game theory is well positioned to serve as a bridge across the behavioral sciences, providing both a lexicon for communicating across fields with distinct and incompatible conceptual systems and a theoretical tool for formulating a model of human choice that can serve all the behavioral disciplines.

9. Some misconceptions concerning the BPC model and game theory

Many behavioral scientists reject the BPC model and game theory on the basis of one or more of the following arguments. In each case, I shall indicate why the objection is not compelling.

9.1. Individuals are only boundedly rational

Perhaps the most pervasive critique of the BPC model is that put forward by Herbert Simon (1982), holding that because information processing is costly and humans have finite information-processing capacity, individuals satisfy rather than maximize, and hence are only boundedly rational. There is much substance to this view, including the importance of taking into account information-processing costs and limited information in modeling choice behavior and recognizing that the decision on how much information to collect depends on unanalyzed subjective priors at some level (Heiner 1983; Winter 1971). Indeed, from basic information theory and the Second Law of Thermodynamics it follows that all rationality is bounded. However, the popular message taken from Simon’s work is that we should reject the BPC model. For example, the mathematical psychologist D. H. Krantz (1991) asserts, “The normative assumption that individuals should maximize some quantity may be wrong . . . People do and should act as problem solvers, not maximizers.” This is incorrect. As we have seen, as long as individuals have consistent preferences, they can be modeled as maximizing an objective function.

Of course, if there is a precise objective (e.g., solve the problem with an exogenously given degree of accuracy), then the information contained in knowledge of preference consistency may be ignored. But, once the degree of acceptability is treated as endogenous, multiple objectives compete (e.g., cost and accuracy), and the BPC model cannot be ignored. This point is lost on even such capable researchers as Gigerenzer and Selten (2001), who reject the “optimization subject to constraints” method on the grounds that individuals do not in fact solve optimization problems. However, just as billiards players do not solve differential equations in choosing their shots, so decision makers do not solve Lagrangian equations, even though in both cases we may use optimization models to describe their behavior.

9.2. Decision makers are not consistent

It is widely argued that in many situations of extreme importance, choice consistency fails, so preferences are not maximized. These cases include time inconsistency, in which individuals have very high short-term discount rates and much lower long-term discount rates (Ainslie 1975; Herrnstein 1961; Laibson 1997). As a result, people lack the will-power to sacrifice present pleasures for future well-being. This leads to such well-known behavioral problems as unsafe sex, crime, substance abuse, procrastination, under-saving, and obesity. It is therefore field that these phenomena of great public policy importance are irrational and cannot be treated with the BPC model.

When the choice space for time preference consists of pairs of the form (reward, delay until reward materializes), then preferences are indeed time inconsistent. The long-term discount rate can be estimated empirically at about 3% per year (Huang & Litzenberger 1988; Rogers 1994), but short-term discount rates are often of an order of magnitude greater than this (Laibson 1997). Animal studies find rates that are even several orders of magnitude higher (Stephens et al. 2002). Consonant with these findings, sociological theory stresses that impulse control – learning to favor long-term over short-term gains – is a major component in the socialization of youth (Grusec & Kuczynski 1997; Power & Chapieski 1986).
However, suppose we expand the choice space to consist of triples of the form \((\pi_1, t_1, s_1)\), so that, for instance, \((\pi_1, t_1, s_1) > (\pi_2, t_2, s_2)\) means that the individual prefers to be at time \(t_1\) facing a reward \(\pi_1\) delivered at time \(s_1\) to being at time \(t_2\) facing a reward \(\pi_2\) delivered at time \(s_2\). Then the observed behavior of individuals with discount rates that decline with the delay becomes choice consistent, and there are two simple models that are roughly consistent with the available evidence (and differ only marginally from each other): hyperbolic and quasi-hyperbolic discounting (Ahlbrecht & Weber 1995; Ainslie & Haslam 1992; Fishburn & Rubinstein 1982; Laibson 1997). The resulting BPC models allow for sophisticated and compelling economic analyses of policy alternatives (Laibson et al. 2004).

Other observed instances of prima facie choice inconsistency can be handled in a similar fashion. For example, in experimental settings, individuals exhibit status quo bias, loss aversion, and regret – all of which imply inconsistent choices (Kahneman & Tversky 1979; Sugden 1993a). In each case, however, choices become consistent by a simple redefinition of the appropriate choice space. Kahneman and Tversky’s “prospect theory,” which models status quo bias and loss aversion, is precisely of this form. Gintis (in press) has shown that this phenomenon has an evolutionary basis in territoriality in animals and pre-institutional property rights in humans.

There remains perhaps the most widely recognized example of inconsistency, that of preference reversal in the choice of lotteries. Lichtenstein and Slovic (1971) were the first to find that in many cases, individuals who prefer lottery A to lottery B are nevertheless willing to take less money for A than for B. Reporting this to economists several years later, Grether and Plott (1979) asserted, “A body of data and theory has been developed ... [that] are simply inconsistent with preference theory” (p. 623). These preference reversals were explained several years later by Tversky et al. (1990) as a bias towards the higher probability of winning in lottery choice and towards the higher the maximum amount of winnings in monetary valuation. If this were true for lotteries in general, it might compromise the BPC model.11 However, the phenomenon has been documented only when the lottery pairs A and B are so close in expected value that one needs a calculator (or a quick mind) to determine which would be preferred by an expected value maximizer. For example, in Grether and Plott (1979) the average difference between expected values of comparison pairs was 2.51% (calculated from their Table 2, p. 629). The corresponding figure for Tversky et al. (1990) was 13.01%. When the choices are so close to indifference, it is not surprising that inappropriate cues are relied upon to determine choice. Moreover, Berg et al. (2005) have shown that when analysis is limited to studies that have truth-revealing incentives, preference reversals are well described by a model of maximization with error.

Another source of inconsistency is that observed preferences may not lead to the well-being, or even the immediate pleasure, of the decision maker. For example, fatty foods and tobacco injure health yet are highly prized; addicts often say they get no pleasure from consuming their drug of choice but are driven by an inner compulsion to consume; and individuals with obsessive-compulsive disorders repeatedly perform actions that they know are irrational and harmful. More generally, behaviors resulting from excessively high short-term discount rates, discussed above, are likely to lead to a divergence of choice and welfare.

However, the BPC model is based on the premise that choices are consistent, not that choices are highly correlated with welfare. Drug addiction, unsafe sex, unhealthy diet, and other individually welfare-reducing behaviors can be analyzed with the BPC model, although in such cases preferences and welfare may diverge. I have argued that we can expect the BPC to hold because, on an evolutionary time scale, brain characteristics will be selected according to their capacity to contribute to the fitness of their bearers. But, fitness cannot be equated with well-being in any creature. Humans, in particular, live in an environment so dramatically different from that in which our preferences evolved that it seems to be miraculous that we are as capable as we are of achieving high levels of individual well-being. For instance, in virtually all known cases, fertility increases with per capital material wealth in a society up to a certain point and then decreases. This is known as the demographic transition, and it accounts for our capacity to take out increased technological power in the form of consumption and leisure rather than increased numbers of offspring (Borgerhoff Mulder 1998). No other known creature behaves in this fashion. Thus, our preference predispositions have not “caught up” with our current environment and, given especially the demographic transition and our excessive present-orientation, they may never catch up (Akerlof 1991; Elster 1979; O’Donoghue & Rabin 2001).

**9.3. Addiction contradicts the BPC model**

Substance abuse is of great contemporary social importance and is held clearly to violate the notion of rational behavior. Substance abusers are often exhibited as prime examples of time inconsistency and the discrepancy between choice and well-being. But, as discussed above, these characteristics do not invalidate the use of the BPC model. More telling, perhaps, is the fact that even draconian increases in the penalties for illicit substance use do not lead to the abandonment of illegal substances. In the United States, for example, the “war on drugs” has continued for several decades; yet, despite the dramatic increase in the prison population, it has not effectively curbed the illicit behavior. Since the hallmark of the rational actor model is that individuals trade off among desired goals, the lack of responsiveness of substance abuse to dramatically increased penalties has led many researchers to reject the BPC.

The target of much of the criticism of the BPC approach to substance abuse is the work of economist Gary Becker and his associates; in particular, the seminal paper on addiction by Becker and Murphy (1988). Many aspects of the Becker-Murphy “rational addiction” model are accurate, however; and subsequent empirical research has validated the notion that illicit drugs respond to market forces much as any marketed good or service. For instance, Saffer and Chaloupka (1999) estimated the price elasticities of heroin and cocaine using a sample of 49,502 individuals from the National Household Survey...
of Drug Abuse. The price elasticities for heroin and cocaine were about 1.70 and 0.96, respectively, which are quite high. Using these figures, the authors estimate that the lower prices flowing from the legalization of these drugs would lead to an increase of about 100% and 50% in the quantities of heroin and cocaine consumed, respectively.

How does this square with the observation that draconian punishments do not squelch the demand altogether? Gruber and Koszegi (2001) explain this by presenting evidence that drug users exhibit the commitment and self-control problems that are typical of time-inconsistent individuals, for whom the possible future penalties have highly attenuated deterrent value in the present. Nevertheless, allowing for this attenuated value, sophisticated economic analysis of the sort developed by Becker et al. (1994) can be deployed for policy purposes. Moreover, this analytical and quantitative analysis harmonizes with the finding that, along with raising the price of cigarettes, the most effective way to reduce the incidence of smoking is to raise its immediate personal costs, such as being socially stigmatized, being banned from smoking in public buildings, and being considered impolite, given the well-known externalities associated with second-hand smoke (Brigden & De Beyer 2003).

9.4. Positing exotic tastes explains nothing

Some have argued that broadening the rational actor model beyond its traditional form in neoclassical economics runs the risk of developing unverifiable and post hoc theories, as our ability to theorize outpaces our ability to test theories. Indeed, the folklore among economists dating back at least to Becker and Stigler (1977) is that “you can always explain any bizarre behavior by assuming sufficiently exotic preferences.”

This critique was telling before researchers had the capability of actually measuring preferences and testing the cogency of models with nonstandard preferences (i.e., preferences concerning things other than marketable commodities, forms of labor, and leisure). However, behavioral game theory now provides the methodological instruments for devising experimental techniques that allow us to estimate preferences with some degree of accuracy (Camerer 2003; Gintis 2000c). Moreover, we often find that the appropriate experimental design variations can generate novel data allowing us to distinguish among models that are equally powerful in explaining the existing data (Kiyonari et al. 2000; Tversky & Kahneman 1981). Finally, because behavioral game-theoretic predictions can be systematically tested, the results can be replicated by different laboratories (Plott 1979; Sally 1995; V. Smith 1982), and models with very few nonstandard preference parameters (examples of which are provided in Sect. 10 below) can be used to explain a variety of observed choice behavior.

9.5. Decisions are sensitive to framing bias

The BPC model assumes that individuals have stable preferences and beliefs that are functions of the individual’s personality and current needs. Yet, in many cases laboratory experiments show that individuals can be induced to make choices over payoffs based on subtle or obvious cues that ostensibly do not affect the value of the payoffs to the decision maker. For example, if a subject’s partner in an experimental game is described as an “opponent,” or if the game itself is described as a “bargaining game,” then the subject may make very different choices than when the partner is described as a “teammate,” or if the game is described as a “community participation game.” Similarly, a subject in an experimental game may reject an offer if made by his bargaining partner, but accept the same offer if made by the random draw of a computer on behalf of the proposer (Blount 1995).

Sensitive to this critique, experimenters in the early years of behavioral game theory attempted to minimize the possibility of framing effects by rendering the language in which a decision problem or strategic interaction was described as abstract and unemotive as possible. It is now widely recognized that framing effects cannot be avoided, because abstraction and lack of real-world reference are themselves a frame rather than an absence thereof. A more productive way to deal with framing is to make the frame a part of the specification of the experiment itself. Varying the frame systematically will uncover the effect of the frame on the choices of the subjects, and by inference, on their beliefs and preferences.

We do not have a complete understanding of framing, but we do know enough to assert that its existence does not undermine the BPC model. If subjects care only about the “official” payoffs in a game, and if framing does not affect the beliefs of the subjects as to what other subjects will do, then framing could not affect behavior in the BPC model. But, subjects generally do care about fairness, reciprocity, and justice, as well as about the game’s official payoffs; when confronted with a novel social setting in the laboratory, subjects must first decide what moral values to apply to the situation by mapping the game onto some sphere of everyday life to which they are accustomed. The verbal and other cues provided by experimenters are the cues that subjects use to “locate” the interaction in their social space, so that moral principles can be properly applied to the novel situation. Moreover, framing instruments such as calling subjects “partners” rather than “opponents” in describing the game can increase cooperation, because strong reciprocators (Gintis 2000d), who prefer to cooperate if others do the same, may increase their assessment of the probability that others will cooperate (see sect. 10), if given the “partner” as opposed to the “opponent” cue. In sum, framing is in fact an ineluctable part of the BPC model, properly construed.

9.6. People are faulty logicians

The BPC model permits us to infer the beliefs and preferences of individuals from their choices under varying constraints. Such inferences are valid, however, only if individuals can intelligently vary their behavior in response to novel conditions. It is common for behavioral scientists who reject the BPC model to explain an observed behavior as the result of an error or confusion on the part of the individual. But the BPC model is less tolerant of such explanations, if individuals are reasonably well informed and the choice setting is reasonably transparent and easily analyzable.
Evidence from experimental psychology over the past 40 years has led some psychologists to doubt the capacity of individuals to reason sufficiently accurately to warrant the BPC presumption of subject intelligence. For example, in one well-known experiment performed by Tversky and Kahneman (1983), a young woman, Linda, is described as politically active in college and highly intelligent; then the subject is asked which of the following two statements is more likely: “Linda is a bank teller” or “Linda is a bank teller and is active in the feminist movement.” Many subjects rate the second statement more likely, despite the fact that elementary probability theory asserts that if \( p \) implies \( q \), then \( p \) cannot be more likely than \( q \). Because the second statement implies the first, it cannot be more likely than the first.

I personally know many people (though not scientists) who give this “incorrect” answer, and I never have observed these individuals making simple logical errors in daily life. Indeed, in the literature on the “Linda problem,” several alternatives to faulty reasoning have been offered. One highly compelling alternative is based on the notion that in normal conversation, a listener assumes that any information provided by the speaker is relevant to the speaker’s message (Grice 1975). Applied to this case, the norms of conversation lead the subject to believe that the experimenter wants Linda’s politically active past to be taken adequately into account (Hilton 1995; Wetherick 1995). Moreover, the meaning of such terms as “more likely” or “higher probability” are vigorously disputed even in the theoretical literature, and hence are likely to have a different meaning for the average subject versus for the expert. For example, if I were given two piles of identity folders and asked to search through them to find the one belonging to Linda, and one of the piles was “all bank tellers” while the other was “all bank tellers who are active in the feminist movement,” I would surely look through the latter (doubtless much smaller) pile first, even though I am well aware that there is a “higher probability” that Linda’s folder is in the former pile rather than the latter one.

More generally, subjects may appear irrational because basic terms have different meanings in propositional logic versus in everyday logical inference. For example, “if \( p \) then \( q \)” is true in formal logic except when \( p \) is true and \( q \) is false. In everyday usage “if \( p \) then \( q \)” may be interpreted as a material implication, in which there is something about \( p \) that causes \( q \) to be the case. In particular, in material logic “\( p \) implies \( q \)” means “\( p \) is true and this situation causes \( q \) to be true.” Similarly, “if France is in Africa, then Paris is in Europe” is true in propositional logic, but false as a material implication. Part of the problem is also that individuals without extensive academic training simply lack the expertise to follow complex chains of logic, so psychology experiments often exhibit a high level of performance error (Cohen 1981; see sect. 11). For instance, suppose Pat and Kim live in a certain town where all men have beards and all women wear dresses. Then the following can be shown to be true in propositional logic: “Either if Pat is a man, then Kim wears a dress or if Kim is a woman, then Pat has a beard.” It is quite hard to see why this is formally true, and it is not true if the implications are material. Finally, the logical meaning of “if \( p \) then \( q \)” can be context dependent. For example, “if you eat dinner \((p)\), you may go out to play \((q)\)” formally means “you may go out to play \((q)\) only if you eat dinner \((p)\).”

We may apply this insight to an important strand of experimental psychology that purports to have shown that subjects systematically deviate from simple principles of logical reasoning. In a widely replicated study, Wason (1966) showed subjects cards each of which had a numeral 1 or 2 on one side and a letter \( A \) or \( B \) on the other, and stated the following rule: “A card with a vowel on one side must have an odd number on the other.” The experimenter then showed each subject four cards – one showing 1, one showing 2, one showing \( A \), and one showing \( B \) – and asked the subject which cards must be turned over to check whether the rule was followed. Typically, only about 15% of college students pointed out the correct cards (\( A \) and 2). Subsequent research showed that when the problem is posed in more concrete terms, such as “any person drinking beer must be over 18,” the correct response rate increases considerably (Cheng & Holyok 1985; Cosmides 1989; Shafir & LeBoeuf 2002; Stanovich 1999). This accords with the observation that most individuals do not appear to have difficulty making and understanding logical arguments in everyday life.

### 9.7. People are poor statistical decision makers

Just as the rational actor model began to take hold in the mid-twentieth century, vigorous empirical objections began to surface. The first was Allais (1953), who described cases in which subjects exhibited clear inconsistency in choosing among simple lotteries. It has been shown that Allais’ examples can be explained by regret theory (Bell 1982; Loonies & Sugden 1982), which can be represented by consistent choices over pairs of lotteries (Sugden 1993a).

Close behind Allais came the famous Ellsberg Paradox (Ellsberg 1961), which can be shown to violate the most basic axioms of choice under uncertainty. Consider two urns. Urn A has 51 red balls and 49 white balls. Urn B also has 100 red and white balls, but the fraction of red balls is unknown. Subjects are asked to choose in two situations. In each, the experimenter draws one ball from each urn but the two balls remain hidden from the subject’s sight. In the first situation, the subject can choose the ball that was drawn from urn A or urn B, and if the ball is red, the subject wins $10. In the second situation, the subject again can choose the ball drawn from urn A or urn B, and if the ball is white, the subject wins $10. Many subjects choose the ball drawn from urn A in both situations. This obviously violates the expected utility principle, no matter what probability the subject places on the likelihood that the ball from urn B is white.

It is easy to see why unsophisticated subjects make this error: Urn B seems to be riskier than urn A, because we know the probabilities in A but not in B. It takes a relatively sophisticated probabilistic argument – one that no human being ever made or could have made (to our knowledge) prior to the modern era – to see that in fact, in this case, uncertainty does not lead to increased risk. Indeed, most intelligent subjects who make the Ellsberg error will be convinced, when presented with the logical analysis, to modify their choices without modifying their preferences. In cases like this, we speak of performance
error, whereas in cases such as the Allais Paradox, even the most highly sophisticated subject will need to change his choice unless convinced to change his preference ordering.

Numerous experiments document that many people have beliefs concerning probabilistic events that are without scientific foundation, and which will likely lead them to sustain losses if acted upon. For example, virtually every enthusiast believes that athletes in competitive sports run “hot and cold,” although this has never been substantiated empirically. In basketball, when a player has a “hot hand,” he is preferentially allowed to shoot again, and when he has a “cold hand,” he is often taken out of the game. I have yet to meet a basketball fan who does not believe in this phenomenon. Yet Gilovich et al. (1985) have shown, on the basis of a statistical analysis of professional basketball data, that the “hot/cold hand” does not exist.12 This is but one instance of the general rule that our brains often lead us to perceive a pattern when faced with purely random data. In the same vein, I have talked to professional stock traders who believe, on the basis of direct observation of stock volatility, that stocks follow certain laws of inertia and elasticity that cannot be found through a statistical analysis of the data. Another example of this type is the “gambler’s fallacy,” which is that in a fair game, the appearance of one outcome several times in a row renders that outcome less likely in the next several plays of the game. Those who believe this cannot be dissuaded by scientific evidence. Many who believe in the “Law of Small Numbers,” which says that a small sample from a large population will have the same distribution of characteristics as is in the population (Tversky & Kahneman 1971), simply cannot be dissuaded either by logical reasoning or by presentation of empirical evidence.

We are indebted to Daniel Kahneman, Amos Tversky, and their colleagues for a series of brilliant papers, beginning in the early 1970s, documenting the various errors that intelligent subjects commit in dealing with probabilistic decision making. Subjects systematically overweight base rate information in favor of salient and personal examples; they reverse lottery choices when the same lottery is described by emphasizing probabilities rather than monetary payoffs, or when described in terms of losses from a high baseline as opposed to gains from a low baseline; and they treat proactive decisions differently from passive decisions even when the outcomes are exactly the same and when outcomes are described in terms of probabilities as opposed to frequencies (Kahneman et al. 1982; Kahneman & Tversky 2000).

These findings are important for understanding human decision making and for formulating effective social policy mechanisms where complex statistical decisions must be made. However, these findings are not a threat to the BPC model (Gigerenzer & Selten 2001). They are simply performance errors in the form of incorrect beliefs as to how payoffs can be maximized.13

Statistical decision theory did not exist until recently. Before the contributions of Bernoulli, Savage, von Neumann, and other experts, no creature on Earth knew how to value a lottery. It takes years of study to feel at home with the laws of probability. Moreover, it is costly, in terms of time and effort, to apply these laws even if we know them. Of course, if the stakes are high enough, it is worthwhile to go to the effort, or engage an expert who will do it for you. But generally, we apply a set of heuristics that more or less get the job done (Gigerenzer & Selten 2001). Among the most prominent heuristics is simply imitation: decide what class of phenomenon is involved, find out what people “normally do” in that situation, and do it. If there is some mechanism leading to the survival and growth of relatively successful behaviors and if the problem in question recurs with sufficient regularity, the choice-theoretic solution will describe the winner of a dynamic social process of trial, error, and replication through imitation.

### 9.8. Classical game theory misunderstands rationality

Game theory predicts that rational agents will play Nash equilibria. Since my proposed framework includes both game theory and rational agents, I must address the fact that in important cases, the game-theoretic prediction is ostensibly falsified by the empirical evidence. The majority of examples of this kind arise from the assumption that individuals are self-regarding, which can be dropped without violating the principles of game theory. Game theory also offers solutions to problems of cooperation and coordination which are never found in real life; but in this case, the reason is that the game theorists assume perfect information, the absence of errors, the use of solution concepts that lack plausible dynamical stability properties, or other artifacts without which the proposed solution would not work (Gintis 2005b). However, in many cases, rational agents simply do not play Nash equilibria at all under plausible conditions.

Consider, for example, the centipede game, depicted in Figure 1 (Binmore 1987; Rosenthal 1981). It is easy to show that this game has only one Nash payoff structure, in which player one defects on round one. However, when people actually play this game, they generally cooperate until the last few rounds (McKelvey & Palfrey 1992). Game theorists are quick to call such cooperation “irrational.” For instance, Reinhard Selten (himself a strong supporter of “bounded rationality”) considers any move other than immediate defection a “failure to behave according to one’s rational insights” (Selten 1993, p. 133). This opinion is due to the fact that this is the unique Nash equilibrium to the game, it does not involve the use of mixed strategies, and it can be derived from backward induction. However, as the professional literature of the past two decades makes abundantly clear, it is simply not true that rational agents must use backward induction. Rather, the most that rationality can ensure is rationalizability (Bernheim 1984; Pearce 1984), which in the case of the centipede game includes any pair of actions, except for cooperation on a player’s final move.

![Figure 1. The Hundred Round Centipede Game illustrates the fallacy of holding that "rational" agents must use backward induction in their strategic interactions.](image-url)
Indeed, the epistemic conditions under which it is reasonable to assert that rational agents will play a Nash equilibrium are plausible in only the simplest cases (Aumann & Brandenburger 1995).

Another way to approach this issue is to begin by simply endowing each player with a BPC structure and defining each player’s type to be the round on which the player would first defect, assuming this round is reached. The belief system of each player is then a subjective probability distribution over the type of his or her opponent. It is clear that if players attempt to maximize their payoffs subject to this probability distribution, many different actions can result. Indeed, when people play this game, they generally cooperate at least until the final few rounds. This, moreover, is an eminently correct solution to the problem, and much more lucrative that the Nash equilibrium. Of course, one could argue that both players must have the same subjective probability distribution (this is called the common priors assumption) – in which case (assuming common priors are common knowledge) there is only one equilibrium, the Nash equilibrium. But, it is hardly plausible to assume two players have the same subjective probability distribution over the types of their opponents without giving a mechanism that would produce this result. In a famous paper, Nobel prize winning economist John Harsanyi (1967) argued that common priors follow from the assumption that individuals are rational. But, this argument depends on a notion of rationality that goes far beyond choice consistency, and it has not received empirical support (Kurz 1997).

In real-world applications of game theory, I conclude, we must have plausible grounds for believing that the equilibrium concept used is appropriate. Simply assuming that rationality implies Nash equilibrium, as is the case in classical game theory, is generally inappropriate. Evolutionary game theory restores the centrality of the Nash equilibrium concept, because stable equilibria of the replicator dynamic (and related “monotone” dynamics) are necessarily Nash equilibria. Moreover, the examples given in the next section are restricted to games that are sufficiently simple that the sorts of anomalies discussed above are not present, and the Nash equilibrium criterion is appropriate.

10. Behavioral game theory and other-regarding preferences

Contemporary biological theory maintains that cooperation can be sustained by means of inclusive fitness, or cooperation among kin (Hamilton 1963) and by individual self-interest in the form of reciprocal altruism (Trivers 1971). Reciprocal altruism occurs when an individual helps another individual, at a fitness cost to itself, contingent on the beneficiary returning the favor in a future period. The explanatory power of inclusive fitness theory and reciprocal altruism convinced a generation of biologists that what appears to be altruism – personal sacrifice on behalf of others – is really just long-run genetic self-interest. Combined with a vigorous critique of group selection (Dawkins 1976; Maynard Smith 1976; Williams 1966), a generation of biologists became convinced that true altruism – one organism sacrificing fitness on behalf of the fitness of an unrelated other – was virtually unknown, even in the case of Homo sapiens.

That human nature is selfish was touted as a central implication of rigorous biological modeling. In The Selfish Gene, for example, Richard Dawkins asserts that “We are survival machines – robot vehicles blindly programmed to preserve the selfish molecules known as genes… Let us try to teach generosity and altruism, because we are born selfish” (Dawkins 1976, p. 7). Similarly, in The Biology of Moral Systems, R. D. Alexander asserts that “ethics, morality, human conduct, and the human psyche are to be understood only if societies are seen as collections of individuals seeking their own self-interest” (Alexander 1987, p. 3). More poetically, Michael Ghiselin writes, “No hint of genuine charity ameliorates our vision of society, once sentimentalism has been laid aside. What passes for cooperation turns out to be a mixture of opportunism and exploitation… Scratch an altruist, and watch a hypocrite bleed” (Ghiselin 1974, p. 3).

In economics, the notion that enlightened self-interest allows individuals to cooperate in large groups goes back to Bernard Mandeville’s “private vices, public virtues” (Mandeville 1705/1924) and Adam Smith’s “invisible hand” (Smith 1759/2000). Full analytical development of this idea awaited the twentieth-century development of general equilibrium theory (Arrow & Debreu 1954; Arrow & Hahn 1971) and the theory of repeated games (Axelrod & Hamilton 1981; Fudenberg & Maskin 1986).

By contrast, sociological, anthropological, and social psychological theory generally explain that human cooperation is predicated upon affiliative behaviors among group members, each of whom is prepared to sacrifice a modicum of personal well-being to advance the group’s collective goals. The vicious attack on “socio-biology” (Segerstrale 2001) and the widespread rejection of Homo economicus in the “soft” social sciences (DiMaggio 1994; Etzioni 1985; Hirsch et al. 1990) is due, in part, to this clash of basic explanatory principles.

Behavioral game theory assumes the BPC model, and it subjects individuals to strategic settings, such that their behavior reveals their underlying preferences. This controlled setting allows us to adjudicate between these contrasting models. One behavioral regularity that has been found thereby is strong reciprocity, which is a predisposition to cooperate with others, and to punish those who violate the norms of cooperation, at personal cost, even when it is implausible to expect that these costs will be repaid. Strong reciprocity is other-regarding, as a strong reciprocator’s behavior reflects a preference to cooperate with other cooperators and to punish non-cooperators, even when these actions are personally costly.

The result of the laboratory and field research on strong reciprocity is that humans indeed often behave in ways that have traditionally been affirmed in sociological theory and denied in biology and economics (Andreoni 1995; Fehr & Gächter 2000; 2002; Fehr et al. 1997; 1998; Gächter & Fehr 1999; Henrich et al. 2005; Ostrom et al. 1992). Moreover, it is probable that this other-regarding behavior is a prerequisite for cooperation in large groups of non-kin, since the theoretical models of cooperation in large groups of self-regarding non-kin in biology and economics do not apply to some important and frequently observed forms of human cooperation (Boyd & Richerson 1992; Gintis 2005b).

Another form of prosocial behavior conflicting with the maximization of personal material gain is that of...
maintaining such character virtues as honesty and promise-keeping, even when there is no chance of being penalized for unvirtuous behavior. An example of such behavior is reported by Gneezy (2005), who studied 450 undergraduate participants that were paired off to play three games of the following form: Player One would be shown two pairs of payoffs, A: \((x, y)\) and B: \((z, w)\) where \(x, y, z, \text{and } w\) are amounts of money with \(x < z\) and \(y > w\). Player One could then say to Player Two, who could not see the amounts of money, either “Option A will earn you more money than option B,” or “Option B will earn you more money than option A.” The first game was \(A:\langle 5, 6 \rangle\) versus \(B:\langle 6, 5 \rangle\) so Player One could gain 1 by lying and being believed, while imposing a cost of 1 on Player Two. The second game was \(A:\langle 5, 15 \rangle\) versus \(B:\langle 6, 5 \rangle\) so Player One could gain 10 by lying and being believed, while still imposing a cost of 1 on Player Two. The third game was \(A:\langle 5, 15 \rangle\) versus \(B:\langle 15, 5 \rangle\) so Player One could gain 10 by lying and being believed, while imposing a cost of 10 on Player Two. Before starting play, Gneezy asked all the Player One’s whether they expected their advice to be followed, inducing honest responses by promising to reward subjects whose guesses were correct. He found that 82% of the Player Ones expected their advice to be followed (the actual number was 75%).

It follows from the Player One expectations that if they were self-regarding, they would always lie and recommend B to Player Two. In fact, in Game 2, where being deceived was very costly to Player Two and the gain to deceiving was small for Player One, only 17% of subjects lied. In Game 1, where Player Two’s cost of being deceived to was only 1 but the gain to Player One of deceiving Player 2 was the same as in Game 2, 36% lied. In other words, subjects were loath to lie, but considerably more so when it was costly to their partner. In Game 3, where the gain to deceiving was large for Player One, and equal to the loss from being deceived to Player Two, fully 52% lied.

This shows that many subjects are willing to sacrifice material gain to avoid lying in a one-shot, anonymous interaction, their willingness to lie increasing with an increased cost of truth-telling to themselves, and decreasing with an increase in their partner’s cost of begin deceived. Similar results were found by Boles et al. (2000) and Charness and Dufwenberg (2004). In addition, Gunnarsthodttir et al. (2002) and Burks et al. (2003) have shown that a social-psychological measure of “Machiavellianism” predicts which subjects are likely to be trustworthy and trusting.

11. Beliefs: The weak link in the BPC model

In the simplest formulation of the rational actor model, beliefs do not explicitly appear (Savage 1954). In the real world, however, the probabilities of various outcomes in a lottery are rarely objectively known, and hence must generally be subjectively constructed as part of an individual’s belief system. Anscombe and Aumann (1963) extended the Savage model to preferences over bundles consisting of “states of the world” and payoff bundles, and showed that if certain consistency axioms hold, the individual could be modeled as maximizing subject to a set of subjective probabilities (beliefs) over states. Were these axioms universally plausible, beliefs could be derived in the same way as preferences are derived. However, at least one of these axioms, the so-called state-independence axiom, which posits that preferences over payoffs are independent of the states in which they occur, is generally not plausible.

It follows that beliefs are the underdeveloped member of the BPC trilogy. Except for Bayes’ rule (Gintis 2000c, Ch. 17), there is no compelling analytical theory of how a rational agent acquires and updates beliefs, although there are many partial theories (Boyer 2001; Jaynes 2003; Kuhn 1962; Polya 1990).

Beliefs enter the decision process in several potential ways. First, individuals may not have perfect knowledge concerning how their choices affect their welfare. This is most likely to be the case in an unfamiliar setting, of which the experimental laboratory is often a perfect example. In such cases, when forced to choose, individuals “construct” their preferences on the spot by forming beliefs based on whatever partial information is present at the time of choice (Slovic 1995). Understanding this process of belief formation is a demanding research task.

Second, often the actual actions \(a \in A\) available to an individual will differ from the actual payoffs \(P \in P\) that appear in the individual’s preference function. The mapping \(B: A \rightarrow P\) the individual deploys to maximize payoff is a belief system concerning objective reality, and it can differ from the correct mapping \(B^*: A \rightarrow P\). For example, a gambler may want to maximize expected winnings but may believe in the erroneous Law of Small Numbers (Rabin 2002). Errors of this type include the performance errors discussed in section 9.

Third, there is considerable evidence that beliefs directly affect well-being, so individuals may alter their beliefs as part of their optimization program. Self-serving beliefs, unrealistic expectations, and projection of one’s own preferences on others are important examples. The trade-off here is that erroneous beliefs may add to well-being, but acting on these beliefs may lower other payoffs (Benabou & Tirole 2002; Bodner & Prelec 2002).

12. Conclusion

Each of the behavioral disciplines contributes strongly to understanding human behavior. Taken separately and at face value, however, they offer partial, conflicting, and incompatible models. From a scientific point of view, it is scandalous that this situation was tolerated throughout most of the twentieth century. Fortunately, there is currently a strong current of unification, based on both mathematical models and common methodological principles for gathering empirical data on human behavior and human nature.

The true power of each discipline’s contribution to knowledge will only appear when suitably qualified and deepened by the contribution of the others. For example, the economist’s model of rational choice behavior must be qualified by a biological appreciation that preference consistency is the result of strong evolutionary forces, and that where such forces are absent, consistency may be imperfect. Moreover, the notion that preferences are purely self-regarding must be abandoned. For a second example, the sociologist’s notion of internalization of norms must be thoroughly integrated into behavioral theory, which must recognize that the ease with which
diverse values can be internalized depends on human nature (Pinker 2002; Tooby & Cosmides 1992). The rate at which values are acquired and abandoned depends on their contribution to fitness and well-being (Gintis 2003a; 2003b) – there are often rapid, society-wide value changes that cannot be accounted for by socialization theory (Gintis 1975;Wrong 1961).

Disciplinary boundaries in the behavioral sciences have been determined historically, rather than conforming to some consistent scientific logic. Perhaps for the first time, we are in a position to rectify this situation. We must recognize evolutionary theory (covering both genetic and cultural evolution) as the integrating principle of behavioral science. Moreover, if the BPC model is broadened to encompass other-regarding preferences and a cogent theory of belief formation and change is developed, game theory becomes capable of modeling all aspects of decision making, including those normally considered “sociological” or “anthropological,” which in turn is mostly the natural organizing principle of psychology.
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NOTES
1. Biology straddles the natural and behavioral sciences. We include biological models of animal (including human) behavior, as well as the physiological bases of behavior, in the behavioral sciences.
2. The latest serious attempt at developing an analytical framework for the unification of the behavioral sciences was by Parsons and Shils (1951). A more recent call for unity is made by Wilson (1998), who does not supply the unifying principles.
3. A core contribution of political science, the concept of power, is absent from economic theory, yet interacts strongly with basic economic principles (Bowles & Gintis 2000). Lack of space prevents me from expanding on this important theme.
4. Throughout this target article, fitness refers to inclusive fitness (Hamilton 1963).
5. I use the term “self-regarding” to avoid the confusion that results from using the more common term “self-interested” when the individual prefers outcomes that benefit others. For example, if I prefer to give gifts to others, my behavior in doing so may be selfish (it may give me pleasure), but it is certainly not self-regarding (the pleasure comes from another individual’s gain).
6. Throughout this paper, I generalize concerning the nature of disciplines (e.g., psychology, economics) and subdisciplines (e.g., cognitive psychology, neoclassical economics) that I believe accurately depict their broad nature, their common core, and the way they are taught to university students. In so doing, I ignore such subtleties as the existence of prominent individuals or schools of thought within a discipline that escape my generalizations. I justify this stance by reminding the reader that it is the core of the disciplines that must be changed, and the celebration of doctrinal diversity often serves to deflect attention away from the need for fundamental reform.
7. Dialogue with behavioral scientists has convinced me of the difficulty in maintaining a sustained scientific attitude when the BPC model is referred to as the “rational actor model.” I will continue to use the latter term occasionally, although generally preferring the term “BPC model.” Note that “beliefs” applies to both nonhuman species and human, as when we say, “We led the lion troop to believe there was a predator in the vicinity” or “We erected a mirror so that the fish believed it was being accompanied in predator inspection.”
8. The fact that psychology does not integrate the behavioral sciences is quite compatible, of course, with the fact that what psychologists do is of great scientific value.
9. This argument was presented verbally by Darwin (1872) and is implicit in the standard notion of “survival of the fittest,” but formal proof is recent (Grafen 1999; 2000; 2002). The case for frequency-dependent (non-additive genetic) fitness has yet to be formally demonstrated, but the informal arguments in this regard are no less strong.
10. For a more extensive analysis of the parallels between cultural and genetic evolution, see Mesoudi et al. (2006). I have borrowed heavily from that paper in this section.
11. I say “might” because in real life, individuals generally do not choose among lotteries by observing or contemplating probabilities and their associated payoffs, but by imitating the behavior of others who appear to be successful in their daily pursuits. In frequently repeated lotteries, the Law of Large Numbers ensures that the higher expected value lottery will increase in popularity by imitation without any calculation by participants.
12. I once presented this evidence to graduating seniors in economics and psychology at Columbia University, towards the end of a course that developed and used quite sophisticated probabilistic modeling. Many indicated in their essays that they did not believe the data.
13. In a careful review of the field, Shafir and LeBoeuf (2002) reject the performance error interpretation of these results, calling this a “trivialization” of the findings. They come to this conclusion by asserting that performance errors must be randomly distributed, whereas the errors found in the literature are systematic and reproducible. These authors, however, are mistaken in believing that performance errors must be random. Ignoring base rates in evaluating probabilities or finding risk in the Ellsberg two-urn problems are surely performance errors, but the errors are quite systematic. Similarly, folk intuitions concerning probability theory lead to highly reproducible results, although incorrect.
14. One could posit that the “type” of a player must include the player’s probability distribution over the types of other players, but even such arcane assumptions do not solve the problem.
15. Current research is less sanguine concerning the important of reciprocal altruism in nonhumans (Hammerstein 2003).
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Abstract: The question of reductionism is an obstacle to unification. Many behavioral scientists who study the more complex or higher mental functions avoid regarding them as selected by motivation. Game-theoretic models in which complex processes grow from the strategic interaction of elementary reward-seeking processes can overcome the mechanical feel of earlier reward-based models. Three examples are briefly described.

Gintis’s call for unification is well reasoned, but some behavioral scientists may resist it because of a largely unspoken rift that...
divides us into reductionist and anti-reductionist camps. The reductionists claim that people’s various stated reasons for making choices—desire, duty, sympathy, ethics, and so on—ultimately depend on a unitary selective factor that operates in a single internal marketplace. The anti-reductionists do not have an alternative theory—pointedly—but shrink from the potential hubris of reductionist theories.

Reductionists infer the selective factor from the fact of choice itself (Premack 1959) and call it utility, satisfaction, reinforcement, reward, even “microwatts of inner glow” (Hollis 1983). Gintis follows the biologists in calling it fitness, or the expectation of fitness, but this usage confounds the selection of organisms—from which fitness is inferred—with the selection of behaviors within individuals (proximate as opposed to ultimate causality in his terms; see target article, sect. 1).\(^2\) He is certainly a reductionist, but he does not say how the higher mental processes might be selected within individuals. For instance, his statements about internalized values being “constitutive,” prevailing because of their moral value, and depending “in part on the contribution of values to fitness and well-being” (sect. 7) leave the role of the internal marketplace in their selection unclear.

Anti-reductionists have the same concern that may move the proponents of free will in philosophy, the fear that

reductionism is a plague that grows proportionally as our society gets more sophisticated at controlling human behavior. We come to experience and conceptualize ourselves as powerless victims of mechanism, and thereby enter into a self-fulfilling prophecy. (Miller 2003, p. 63)

This fear is not entirely unfounded. For example, there is a lively debate about whether education in rational choice theory makes people less cooperative (Frank et al. 1996; Haucap & Just 2003). However, as Gintis points out, this education itself is probably erroneous. Likewise, the mechanical feel of reductionism may have come from some authors’ procotrastean application of simple experimental paradigms to complex human situations (e.g., Skinner 1948). Explicit hypotheses about how higher mental functions arise from lower ones might dispel robotic fantasies and clear the way for the unification Gintis envisions.

Elsewhere I have argued that rich human experience can be understood to arise from the interaction of simpler processes, without violence to its subtleties (Ainslie 2001; 2005). Hyperbolic discounting has the potential to motivate conflicting reward-based processes that can endure for long periods in a limited warfare relationship, giving an individual choice-maker many of the properties of a population of choice-makers. Just as “decision-making must be the central organizing principle of psychology” (target article, sect. 1.2.1), I submit that this limited warfare relationship among successively dominant interests in individuals must determine the basic nature of decision-making. The higher mental processes that are the starting point of cognitive psychology, sociology, and anthropology not only interact in ways that are clarified by game theory, as Gintis describes, but they also arise through game-theoretic mechanisms from simpler reward-seeking skills.

Three examples show the potential of this approach to go beyond the Skinner-box-writ-large: will, in the aspects of both strength (necessary for BPC’s consistency; sect. 9.2) and freedom (necessary to meet antireductionist objections); vicarious reward, which interacts with will to motivate other-regarding preferences (sect. 10); and the construction of belief, for which Gintis seeks a mechanism in section 11 (see also sects. 6 and 7).

**Will.** Willpower can be understood as a person’s\(^3\) interpretation of her own choices in successive temptations as cooperations or defections in an intertemporal variant of repeated prisoner’s dilemma (Ainslie 2001, pp. 78–104; 2005). Insofar as a person sees her choice about a current temptation as predicting how she will choose about similar future temptations, she adds the rewards for those choices to the rewards she can expect in the current choice—a perception that under hyperbolic but not exponential discounting gives her additional incentive to resist temptation. Given hyperbolic discounting, it is only by learning such perceptions that “the observed behavior of individuals with discount rates that decline with the delay” can “[become] choice consistent” (sect. 9.2). Thus, the will can be interpreted as the perception of a bargaining situation among a person’s successive selves rather than as a faculty with inborn complexities. Furthermore, the sensitive dependence of repeated prisoner’s dilemmas on individual choices makes their outcomes unpredictable from mere knowledge of their contingencies—even by the person herself—thereby arguably reconciling the experience of free will with determinism. This kind of bridge from the bottom upward in the hierarchy of complexity will not reduce the study of higher mental functions to something more molecular, but it can supply a context that connects them to basic motivational science.

**Vicarious reward.** Whatever way altruism and social virtues are selected by fitness, putatively their ultimate cause (sect. 10), Gintis and his cited authors address their proximate causes (rewards) only in terms of reciprocity. Hyperbolic discounting suggests how vicarious experience can be rewarding in its own right. The piece that has been missing in utility-maximizing theories of social utility is emotion. In contrast to conventional, conditioned reflex models of emotion, hyperbolic discounting permits emotion to be seen as a motivated process that taps endogenous sources of reward—tens ant reward alternating with inhibition of reward in the case of negative emotions, reward attenuated by anticipation and habituation in the case of positive emotions (Ainslie 2001, pp. 164–74, 179–86; 2005). Emotional reward does not physically require stimuli from the environment, but it still needs them in practice because it will habituate to the level of a daydream unless occasioned by environmental events that are both of limited frequency and partially unpredictable.

Various kinds of gambles, challenging tasks, and fictional stories are among the patterns that can meet these criteria, but the most apt should be the actual experience of other people. My hypothesis is that the experiences of other people acquire value in the internal marketplace of reward insofar as they are good occasions for emotion, and that both social virtues and social vices acquire value insofar as they support strategies of occasioning emotion, respectively in the long run and short run. The rewarding properties of the various emotions are undoubtedly shaped in evolution by their contribution to fitness. In the individual, however, emotion is a reward-producing behavior that produces more or less depending on how occasions pace its occurrence over time. Thus, in addition to self-regarding reciprocity, the stuff of sociology and anthropology is woven by emotion-cultivating processes that develop complex social skills to avoid habituation.

**Construction of belief.** Finally, Gintis says that “beliefs directly affect well-being” (sect. 11), by which he means that, apart from their instrumental value in getting other rewards, beliefs are rewarding in their own right. Social constructionists have long made this point, but have not said what constrains motivated belief; that is, what makes belief different from make-believe.

Elsewhere I have argued that the noninstrumental value of beliefs is to occasion emotion (Ainslie 2001, pp. 175–79; 2005) and that the two kinds of value are often confounded because the limited occurrence of instrumental success also qualifies information predicting it as a good occasion for emotion (Lea & Webley 2006; Ainslie 2006). “Transcendental beliefs” (sect. 6) are a large category of emotionally useful belief that is made unique for the individual not by instrumental accuracy but by cultural consensus. Such beliefs have to be transmitted in “conformist” fashion lest they lose their uniqueness and thereby weaken their value as occasions for emotion—but they still survive only insofar as they produce individual reward. Likewise, although a person is apt to shed
suggests norms that are not useful to her as boundaries against temptation (criteria for cooperation in her intertemporal prisoner’s dilemmas; see my subsection Will above), she will find that the ones she believes to be uniquely dictated by fact (“internalizes” – sect. 7) are the most effective, as Gintis observes. Just as societies are constructed by individuals interacting strategically, so too these individuals are constructed by basic reward-seeking processes that also interact strategically. However, maximizing reward implies neither selfishness nor determination by external contingencies.

NOTES
1. The author of this commentary is employed by a government agency and as such this commentary is considered a work of the U.S. government and not subject to copyright within the United States.
2. Of course, the factor that selects behaviors within an individual must in turn have been selected in the species by its effect on fitness; but it may still lead her well astray from fitness, as witness cocaine and birth control.
3. It is possible, but doubtful, that some nonhuman animals have sufficient theory of mind to use their own current choices as predictive cues.
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Abstract: Unlike physics and chemistry, the behavioral sciences are historical sciences that explain the fuzzy complexity of social life through historical narratives. Unifying the behavioral sciences through evolutionary game theory would require a nested hierarchy of three kinds of historical narratives: natural history, cultural history, and biographical history.

Evolutionary biology and the behavioral sciences are historical sciences of emergent complexity. By contrast, physical sciences such as physics and chemistry are nonhistorical sciences of reductive simplicity (Mayr 1996; 2004; Morowitz 2002). And yet many social scientists – particularly economists – have taken physics as the model for all science, and they have tried to unify the behavioral sciences as founded on social physics (Mirowski 1989). Gintis correctly rejects this approach as he tries to unify the behavioral sciences as founded on evolutionary history.

Pursuing social physics sacrifices accuracy for the sake of precision, because it ignores the fuzzy complexity of social reality. Pursuing evolutionary history sacrifices precision for the sake of accuracy, because it recognizes that fuzzy complexity (Blalock 1984). Gintis’s proposal rightly rejects the first in favor of the second. But in doing so, he does not go far enough in explicitly recognizing the fuzzy complexity in the science that he proposes. He should stress more than he does that the behavioral sciences are historical sciences of emergent complexity that move through a nested hierarchy of three kinds of historical narratives: natural history, cultural history, and biographical history.

I can illustrate what I mean through the topic of war. Charles Darwin believed that warfare was crucial for the evolution of human social and moral capacities (Darwin 1871). Similarly, Gintis suggests that the evolution of strong reciprocity could have depended on lethal combat, so that groups with high levels of strong reciprocity would have been more likely to prevail in war against their opponents (Gintis et al. 2005b). Considering the importance of war, we might ask how the behavioral sciences as rooted in evolutionary game theory should explain the origins of war in general and of wars in particular circumstances (such as, for example, the American invasion of Iraq in the spring of 2003).

Natural history. Except for historical disciplines such as cosmology and geology, physical scientists study physical phenomena without reference to their history. But behavioral scientists cannot explain the behavioral phenomena they study without historical narratives; and if they adopt Gintis’s proposal, they will have to start with the natural evolutionary history of the human species. The very possibility of a science of human behavior assumes enough stability in human nature so that the scientist can explain behavior as manifesting probabilistic propensities. Gintis would say that those behavioral propensities ultimately arose from human evolutionary history.

So, if strong reciprocity is a propensity of the human species, we should be able to explain it as a product of Darwinian evolution. But, unlike theories in physics and chemistry, evolutionary theory cannot be tested directly by laboratory experimentation, because we cannot replicate the history of evolution in the laboratory. Instead, we must formulate historical narratives of evolutionary history, and then test those narratives by seeing how far they conform to the relevant evidence and logic. Gintis suggests various scenarios by which evolutionary group selection would favor strong reciprocity as enhancing fitness (Gintis et al. 2005b).

If warfare is important to these scenarios, then we would have to decide whether the pattern of warfare in human evolutionary history supports the historical narrative. In fact, some social scientists have argued that there has been a history of warfare in human evolution that would confirm such a narrative (Rosen 2005; Thayer 2004).

But, unlike the deterministic laws of the nonhistorical sciences, such historical narratives would lead us only to probabilistic regularities. For example, we might conclude that since evolutionary history has favored a propensity for lethal fighting among males more than among females, the propensity for war will be stronger among men than among women. But such a propensity will be highly variable and contingent on circumstances.

In contrast to the motivational reductionism of Homo economiкус, Gintis sees human nature as both self-regarding and other-regarding. But, like Adam Smith (1759/1982), I would argue that we need to recognize even more motivational complexity to account for the hundreds of human psychological universals clustered around 20 natural desires (Arnhart 1998; 2005; Brown 1991; Westermarck 1906).

These evolved natural desires constrain but do not determine cultural learning and individual judgments. This seems to be what Gintis has in mind when he says that sociology “systematically ignores the limits to socialization” (sect. 7), because it assumes a “blank slate” that denies human nature.

Cultural history. Gintis argues that framing effects are unavoidable in game theory experiments, because when subjects enter an experiment, they necessarily apply the social and moral concerns of “everyday life” in the culture in which they live. Strong reciprocity and other natural propensities will vary across cultures, and subjects in different cultures will differ in their experimental game play because of differences in the cultural history of their social lives (Gintis et al. 2005b).

To explain why George W. Bush decided to invade Iraq in the spring of 2003, behavioral scientists would have to consider how the cultural institution of the presidency gave him the power to make war in the circumstances that he faced. It might be a natural propensity of human beings to live in societies with dominance hierarchies and to defer to dominant leaders, particularly in war. The willingness of citizens to risk their lives in war is a heroic manifestation of the human disposition to other-regarding behavior. But that natural propensity in the United States is channeled through the constitutional and social history of the American president as commander-in-chief.

Biographical history. Gintis cites Barrington Moore (1978) as showing how the natural desire for justice as reciprocity motivates moral and political reform. Moore indicates, however, that social reform movements depend on the
decisions of individual leaders, and therefore social historians must study the actions of those individuals to decide their moral and political responsibility for historical events. Within the constraints set by natural propensities and cultural circumstances, the judgments of unique individuals in positions of responsibility can decisively determine the course of human history. This makes human behavioral history more complex and unpredictable than anything studied by the physicist or chemist.

To explain fully why President Bush launched the American invasion of Iraq, the behavioral scientist would have to consider not only the natural history of war in human evolution and the cultural history of presidential war in the United States, but also the biographical history of President Bush and those who influenced his decision.

Social complexity in behavioral models
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Abstract: Although the beliefs, preferences, and constraints (BPC) model may account for individuals independently making simple decisions, it becomes less useful the more complex the social setting and the decisions themselves become. Perhaps rather than seek to unify their field under one model, behavioral scientists could explore when and why the BPC model generally applies versus fails to apply as a null hypothesis.

There could be no better motivation for a BBS target article than to unify the behavioral sciences; but with the myriad competing perspectives, this objective may be fundamentally unattainable. Gintis, for instance, mainly advocates a classical economic and game-theoretic view of the topic, in which there are several competing individuals doing, and by changing from one event to the next, these benefits can easily become analytically intractable. Also, rather than a discrete choice between doing one thing or the other (e.g., defect or cooperate), most real-world choices involve many options (e.g., what friends to keep, what job to pursue) and often are not even discrete (e.g., where on the landscape to hunt or to fish). Complex choices can be fundamentally different from simple two-choice scenarios, when the problem becomes literally unpredictable from an individual-centered analysis. In physics, for example, the two-body orbit problem is analytically predictable, but the three-body problem is not. How much, then, do two-choice models tell us about the behavior of many people, each of whom is repeatedly deciding from multiple (potentially very many) choices?

BPC would seem to work best in cases where the complexity of choices is lowest (Winterhalder & Smith 2000). When it becomes impossible to estimate a payoff probability distribution for each individual at each successive event, such problems are then better addressed by computer simulation (e.g., Axelrod 1997a; Conte et al. 1997; Gilbert & Troitzsch 1999; Lansing 2006; see also Journal of Social Sciences and Simulation). Also relevant is the general field of “econophysics,” engagingly introduced by Ormerod (1998; 2005), and other general overviews of non-equilibrium dynamics in collective behavior (e.g., Ball 2004).

Random copying versus conformity. Gintis discusses imitative behavior, but mostly in terms of conformism or prestige-biased imitation (cf. Boyd & Richerson 1985; Henrich & Boyd 2001; Henrich & Gil-White 2001). As demonstrated by empirical data from modern and prehistoric societies (e.g., Bentley & Shennan 2003; Neiman 1995; Salganik et al. 2006; Shennan & Wilkinson 2001; Simkin & Roychowdhury 2003), other forms of imitation include copying within the structured constraints of a social network (e.g., Granovetter 2003; Newman et al. 2006; Pool & Kochen 1978; Wasserman & Faust 1994) and copying other individuals at random, akin to the random drift model in population genetics (e.g., Bentley & Shennan 2005; Eerkens & Lipo 2005; Hahn & Bentley 2003; Herzog et al. 2004; Lipo et al. 1997).

Random copying and conformity are quite different, and can have significantly different effects. Copying a randomly selected individual is not the same as making an informed decision about the most common behavior (or prestigious individual) to imitate. Whereas random copying leads to a power law distribution in the popularity of choices, with the most popular choice arising simply by chance (Bentley et al. 2004; Hahn & Bentley 2003; Simkin & Roychowdhury 2003), conformist or prestige bias would more likely give rise to a “winner-take-all” distribution, where there can be at least some explanation for the predominant choice (Bentley & Shennan 2003; Watts 2002).

The BPC model may be an effective null hypothesis for the behavior of individuals making independent, “either-or” decisions. The more that people’s decisions depend on what others are doing, however, and the more choices they have, the weaker the BPC model becomes, and the less it serves as a unifying principle. Exploring the societal transitions between these realms – from where BPC holds to where it does not – could be truly fascinating.

Towards uniting the behavioral sciences with a gene-centered approach to altruism
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Abstract: We support the ambitious goal of unification within the behavioral sciences. We suggest that Darwinian evolution by means of natural selection can provide the integrative glue for this purpose, and we review our own work on selective investment theory (SIT), which is an example of how other-regarding preferences can be accommodated by a gene-centered account of evolution.

We wholeheartedly support the ambitious goal of unification within the behavioral sciences. Towards this end, we agree that Darwin’s theory of evolution holds great promise as an organizing and integrating framework and may have the potential to be as
generative for the behavioral sciences as it has been for the biological sciences. We also applaud Gintis for suggesting that other-regarding preferences may be a key feature of unification, that decision-making should be the central concern of cognitive psychology, and that game theory has great potential for modeling human as well as animal behavior.

Unfortunately, Gintis does not include in his proposal a recipe for unification, other than to say, “We must recognize evolutionary theory (covering both genetic and cultural evolution) as the integrating principle of behavioral science” and that the rational actor model must be “broadened to encompass other-regarding preferences.” (sect. 12, para. 3). Nor does Gintis acknowledge the daunting challenges to unification, other than to provide a list of “misconceptions” concerning the rational actor model and game theory, objections that he summarily dismisses in laundry list fashion. But there are, in fact, real barriers to the Gintis agenda for unification, across the behavioral sciences and within each of them. In psychology, for example, evolutionary theory continues to be a hotly debated and contested perspective that engenders as much controversy as promise. To wit, academic troops still battle over whether evolution can inform our understanding of gender differences (e.g., Eagly & Wood 2003), social bonds (Rorscheid 2006; R. Brown & S. Brown 2006), or altruism (Batson 2006). And the controversy does not stop there. The mere mention of altruistic motivation can engender ridicule (Batson 1997; Neuberg et al. 1997), perhaps owing to the surprisingly unified (across discipline), fortified, and long-standing belief that all human and animal behavior is motivated by self-interest (psychological hedonism).

Even those eager to jump on the evolution bandwagon and embrace an other-regarding perspective have questions – Which bandwagon? Which perspective? Gintis only hints at answers, but elsewhere (e.g., Gintis 2000; Gintis et al. 2003), he and his colleagues have made it clear that they subscribe to views of evolutionary biology (Alcock 2001). And the case they cite as evidence for ultimate altruism (and group selection) – strong reciprocity – is neither decisive nor compelling proof of either proposition (Burnham & Johnson 2005; Hagen & Hammerstein 2006; Sanchez & Cuesta 2005).

If evolution is to unify the behavioral sciences, then it may be important, at least initially, to settle on the version of evolution that has, in fact, served as integrative glue for the biological sciences: Darwinian evolution by means of natural selection, informed and modified by discoveries in genetics and by the insight that the fundamental target of selection is the gene, not the group, the species, or even the individual. This gene-centered view of evolution is accepted by the overwhelming majority of evolutionary biologists and by scientists in other disciplines who study the evolution of behavior. And, contrary to what some behavioral scientists might think, the gene-centered view of evolution can and does support other-regarding preferences; there is no need to buy into the less parsimonious and more controversial notion of group selection.

Our own contribution in this area – selective investment theory (SIT) (S. Brown & R. Brown 2006) – provides an illustrative example of how other-regarding preferences can be accommodated by a gene-centered account of evolution. SIT was formulated to help explain, from a gene-centered evolutionary perspective, the motivational basis for high-cost altruism (e.g., parental care, defense of family members as well as genetically unrelated coalition partners). How is this kind of giving helping accomplished – especially in view of conflicting self-centered motives that are evolutionarily ancient, were vital to our emergence as a species, and continue to drive our behavior today? SIT holds that it is the social bond – the glue of close interpersonal relationships – that evolved to discount the risks of engaging in high-cost altruism. More specifically, SIT views the social bond as an emotion-regulating mechanism that functions to override self-interest and facilitate costly investment in others.

A key component of SIT is that (a) if social bonds evolved to motivate high-cost altruism, then (b) the formation of social bonds must have occurred only between individuals who were dependent on one another for reproductive success, a condition we call fitness interdependence. Relationships in which individuals are dependent on one another for survival and reproduction provide givers with a “genetic safety net,” making them resistant to exploitation. As de Waal (1996, p. 27) notes: “There can be little doubt that in many species the strong can annihilate the weak. In a world of mutal dependency, however, such a move would not be very smart.” The “reproductive insurance” provided by fitness interdependence makes it a logically appealing prerequisite for forming social bonds, which function to facilitate high-cost altruism. Evidence from game theory confirms a link between fitness interdependence and the evolution of altruistic behavior. And there are considerable data, from both nonhuman and human species, that are consistent with the central tenets of SIT.

SIT is based on the assumption that altruism was necessary for ensuring the survival, growth, and reproduction of interdependent ancestral humans. Hence, the spread of altruism is no mystery from a gene-centered perspective, even altruism directed to genetically unrelated humans. Selfish genes can produce other-regarding preferences. In view of this, the evolutionary model of choice for unifying the behavioral sciences should be obvious. It is the same model that has organized and catalyzed discoveries in the biological sciences for 40 years.

Evolutionary theory and the social sciences
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Abstract: Gintis’s article is an example of growing awareness by social scientists of the significance of evolutionary theory for understanding human nature. Although we share its main point of view, we comment on some disagreements related to levels of behavioral analysis, the explanation of social cooperation, and the ubiquity of inter-individual differences in human decision-making.

Gintis’s basic thesis is that the principles of evolutionary theory have the capacity to integrate the various behavioral and social sciences. We are in full agreement with this thesis. Indeed, because of the complexity of human behavior and its development, it is essential that research be theoretically grounded and that care be taken to integrate biological as well as environmental factors in our explanations of this complex topic. Evolutionary theory is singularly well-placed to accomplish this task. Why? Because it is the most general theory we have in the life sciences and, therefore, has the greatest potential to unify these various disciplines. We also agree that recognizing evolutionary theory as the most general theory in the life sciences is not to deny the significance of the allied disciplines of anthropology, economics, history, psychology, or sociology; nor their “middle-range” theories. The central intellectual problem of those fields is not analytic, that is, discovering new and fundamental general theories. Rather, their problems are synthetic: showing how genes and environments in accordance with evolutionary
principles combine to produce our common human nature and the diversity of ways in which that nature is manifested (Burgess 2005).

Differences do exist, however, about how evolutionary theory can best be used to explain human behavior and its development in different contexts, and how it can integrate the various behavioral and social sciences. For example, Barkow et al. (1992) have maintained that human behavior is influenced by evolved domain-specific mechanisms, rather than by domain-general mechanisms that generalize across multiple behavioral domains. Domain-specific mechanisms are said to have achieved their exalted status because they solved recurrent adaptive problems faced by ancient humans throughout history. Because those problems were many and diverse, our minds are equipped with a variety of domain-specific psychological mechanisms. The assumption is that the human mind could not possibly be composed of all-purpose domain-general mechanisms. That, these authors imply, was the folly of operant conditioning in psychology.

A different perspective is taken by evolutionary anthropologists (e.g., Flinn 2005; Irons 1979), who emphasize the role played by variable ecological factors in influencing adaptive behavior. Similarly, the “dual inheritance” approach views cultures and genes as providing separate but linked systems affecting evolutionary change (e.g., Boyd & Richerson 1985). Finally, evolutionists interested in developmental questions (e.g., Alexander 1979; various contributors to Burgess & MacDonald 2005) emphasize the importance of domain-general as well as domain-specific psychological mechanisms. This position is based on doubt that there ever was a single environment that was common to all ancient humans. From this perspective, the very uncertainty and diversity of the environments that our ancestors faced led to the selection of psychological mechanisms of sufficient generality to permit adaptation to changing environments.

Apart from our basic agreement with Gintis, there are several points with which we must respectfully disagree. First, he expresses his objection to reductionism; yet theory construction in science, wherein one attempts to explain complex phenomena by deriving them from more general principles, is intrinsically a reductionist process. That it is so does not mean replacing one field of knowledge with another, but rather, linking them. In biology, explanation is generally felt to occur on four complementary levels of analysis, and these different levels reflect the fact that the various behavioral disciplines are divided less by the theories they employ than by the problems they address. These four levels are the evolutionary history of a trait, its adaptive function, the development of the trait in an individual’s life span, and the specific and proximate mechanisms that cause a trait to be expressed (Tinbergen 1963). A common thread runs through each of these levels: evolutionary history and adaptiveness being more general than development and proximate antecedents. Genetic processes are involved at each level. Developmental and proximate mechanisms can be deduced from (reduced to) the first two levels under empirically specified “given conditions.”

Second, Gintis argues that it is highly implausible that cooperation is a product of individuals pursuing their own personal goals. We agree that pan-human traits evolved in a social context. Nevertheless, these very traits are important precisely because they are experienced by “self-regarding rational agents” and individual actions are influenced accordingly. And, we humans typically find ourselves in situations where we are dependent upon the actions of others in order to attain our own individual goals. It is this state of mutual dependence that leads to the “norm of reciprocity.” Relationships among kin are unique, and, indeed, rules of morality probably evolved therein. The link between moral behavior and kin relations is seen in the ancient Arab proverb: “I against my brother; my brother and I against our cousin; my brother, my cousins, and I against the world.” Beyond kin-based altruism, moral behavior is often sustained through reciprocal altruism and by coercion in more complex societies (van den Berghe 1990).

Our third point concerns the extreme individual variability observed in behavioral studies of decision-making and choice. Luce (2000, p. 29) points out the occurrence of substantial individual differences necessitating that “Each axiom should be tested in as much isolation as possible, and it should be done in-so-far as possible for each person individually, not using group aggregations.” This is a common finding; a recent empirical and theoretical analysis of binary choice behavior reports the presence of “extremely large individual differences” (Erev & Barron 2005, p. 925).

These large individual differences, and the consequent necessity to use person-specific (time series) designs and data analysis techniques, raise the important issue concerning the relationship between inter-individual variation (i.e., the type of between-units variation that is supposed to underlie evolution) and intra-individual variation (i.e., the type of within-unit time series variation that underlies individual learning and development). It turns out that, in general, the structure of inter-individual variation of some phenotype (as assessed, for example, in standard structural equation modeling) is unrelated to the structure of intra-individual variation of the same phenotype (as assessed, for example, in multivariate time series analysis). Only if the phenotypic process under consideration is ergodic—that is, has invariant statistical characteristics across subjects and time—are the structures of inter- and intra-individual variation asymptotically the same (cf. Molenaar 2004). The criteria for ergodicity imply that all processes with time-varying statistical characteristics, such as learning and development, are non-ergodic—that is, their inter-individual structure of variation is unrelated to the intra-individual structures of variation. This consequence of the so-called classical ergodic theorems has major implications for psychometrics (cf. Molenaar 2004; see also Borsboom & Dolan 2006) and, in this context, the other issues we raised, needs to be addressed explicitly in the context of Gintis’s thesis.

There is nothing too surprising here. The concept of the phenotype, as a product of genotypes, acknowledges the flexible and variable ways in which individuals respond to differing environmental circumstances and developmental experiences. The ability to adapt to different environments and to learn different things is a product of natural selection; hence, learning, development, and phenotypes depend upon evolutionary history and principles. To fully understand any behavioral phenomenon, we need to address all four of Tinbergen’s complementary levels of analysis.

Against the unification of the behavioral sciences
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Abstract: The contemporary behavioral sciences are dismissed and could not easily become unified, as they operate with incompatible explanatory models. According to Gintis, tolerance of this situation is “scandalous” (sect. 12). I defend the ordinary behavioral scientist’s lack of commitment to a unifying explanatory model and identify several reasons why the behavioral sciences should remain dismissed for the foreseeable future.
Gintis aims to unify the currently very disunified behavioral sciences, advocating the general adoption of his "beliefs, preferences, and constraints (BPC model)" of human behavior. The BPC model is a variant of the "rational actor model," ubiquitous in economics (sect. 1.2.2). According to Gintis, it is "scandalous" that the different behavioral sciences currently offer up "partial, conflicting, and incompatible models" and have done so for most of the twentieth century (sect. 12, para. 1). Here I defend the ordinary behavioral scientist's lack of commitment to any one unificatory model, identifying several reasons why the behavioral sciences are better off remaining disunified for the foreseeable future.

According to Gintis, the last serious proposal for the unification of the behavioral sciences was presented in 1951 (Note 2). This claim suggests a narrow construal of what counts as a serious proposal for the unification of the behavioral sciences. The structuralist social theories developed by Althusser, Pourlantzas, and others, in the 1960s and 1970s, can be understood as attempts to unify the behavioral sciences (Riesch 1992). While the rational actor model locates the agent at the center of social explanation, structuralists downplay the importance of agency and instead emphasize the importance of a socially determined unconscious in explaining individual behavior. Attempts to reconcile social structure with agency, such as those due to Bourdieu (Harker et al. 1990), the later Sartre (Levy 2002, pp. 119–44), and the critical realist Bhaskar (1979), can also be understood as attempts to unify the behavioral sciences.

There are several models and proto-models for the unification of the behavioral sciences currently available. Why think that behavioral scientists, most of whom appear happy to do without any particular unificatory model, would be better off accepting one of these? Apart from alluding to benefits that follow from breaking down disciplinary boundaries (sect. 12, para. 2), Gintis does not address this question. It seems plausible to think that Gintis simply assumes that unificatory power and explanatory strength go hand in hand. And indeed there is a long tradition of relating the two (Kitcher 1989).

The project of unifying the sciences was pursued by many in the middle third of the twentieth century. However, it has fallen out of favor, at least in philosophy, mostly as a result of unanswered criticisms of the various proposals to unify particular sciences (Wylie 1999). A far-reaching criticism of unificatory models of explanation in the natural sciences comes from Cartwright (1999), who argues that the apparent success of simple explanatory models in the natural sciences results from these being heavily idealized and distant abstracted from the complexity of reality. Cartwright also asks us to contemplate the possibility that nature is at bottom "dappled" and that there may be no descriptively accurate unified model of reality to be had. Prominent advocates of explanatory unification, such as Kitcher, now accept that reality may be intrinsically disunified in at least some of its aspects and advise us to accept unificatory explanations only when and where these remain descriptively accurate (Kitcher 1999, p. 339). Social reality is at least as complicated as physical reality, and it seems plausible to think that simple ideal models that may be used to explain social reality, such as the BPC model, have the explanatory reach that they have only because they are abstracted away from the messiness of reality. If social reality is disunified, then explanatory unification in the behavioral sciences can only be had at the cost of descriptive inaccuracy.

But even if social reality is unified, it may still be a bad idea for contemporary behavioral scientists to collectively adopt one unifying explanatory model. The adoption of a particular model poses three problems. First, because the different behavioral sciences have developed in incompatible ways, the unification of the behavioral sciences would involve the abandonment of much work that does not fit easily into the unifying framework adopted. Radin (1996) argues that the expansion of the rational actor model of explanation into areas of behavioral science in which it has not traditionally been employed would cause a significant loss of "local knowledge." Crucially, she argues that the rational actor model has no capacity to account for incommensurable values. Because Gintis's BPC model is a variant of the rational actor model, Radin's criticisms apply straightforwardly to it.

Second, the general acceptance of a particular unifying model may prevent new perspectives from being developed, from which criticisms of the presuppositions of the accepted model might be made. Gintis devotes much space to showing how the BPC model can be reconciled with evidence of apparent failures of people to behave rationally that has been identified by Tversky and Kahneman and others. But a more serious concern is whether research that challenges the presupposition that people generally act rationally would have been conducted in a unified behavioral science in which the BPC model was adopted. A unified behavioral science could be expected to have many of the characteristics of a Kuhnian paradigm, as we find in the natural sciences. This would bring some benefits to the behavioral sciences. However, it would also involve a serious disadvantage. As Kuhn (1970, pp. 35–42) argues, under normal conditions, in a unified discipline researchers are severely discouraged from attempting to conduct work that threatens to undermine accepted background assumptions.

Finally, the general acceptance of one unifying model of the behavioral sciences would presumably involve the cessation of work intended to advance the case for other unifying models of the behavioral sciences. There are a multiplicity of unifying models and proto-models of the behavioral sciences available, none of which has won anything close to general acceptance. Plausibly, this is because none of these offers explanations that are clearly better than those offered by its rivals. Given this state of affairs, it would be extremely reckless for behavioral scientists as a whole to conduct work only within the framework of one such model. To do so would involve abandoning work within other frameworks that might enable superior explanations of behavior to be developed in the future.
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Abstract: Even if game theory is broadened to encompass other-regarding preferences, it cannot adequately model all aspects of interactive decision making. Payoff dominance is an example of a phenomenon that can be adequately modeled only by departing radically from standard assumptions of decision theory and game theory – either the unit of agency or the nature of rationality.

Gintis rests his attempt to unify the behavioral sciences on a claim that "if decision theory and game theory are broadened to encompass other-regarding preferences, they become capable of modeling all aspects of decision making" (Abstract). This claim seems unsustainable in relation to many aspects of both individual and interactive decision making, but I shall confine my comments to just one, namely the payoff-dominance phenomenon. The simplest illustration of it is the Hi-Lo matching game depicted in Figure 1.
Player I chooses between rows H and L, and Player II independently chooses between columns H and L. The pair of numbers in the cell where the chosen row and column intersect are the payoffs to Player I and Player II, respectively. The Hi-Lo game is a pure coordination game, because the players’ interests coincide exactly and they are motivated to match each other’s strategy choices. This payoff structure might apply to an incident in a football game, for example, when Player I can pass the ball either left or right for Player II to shoot for goal, and Player II can move either left or right to intercept it. If the chances of scoring are better if both choose left than if both choose right, and zero if they make non-matching choices, then their problem can be modeled as a Hi-Lo game (Bacharach 2006, pp. 124–27; Sugden 2005). Many other dyadic interactions have this simple strategic structure, and payoff dominance is also a property of more complicated games.

In game theory, payoffs represent utilities, but for the purposes of the argument that follows, we may interpret them simply as monetary payoffs – dollars, let us say. A fundamental assumption of orthodox game theory is that players are rational, in the sense of invariably acting to maximize their own (individual) expected payoffs, relative to their knowledge and beliefs at the time. This merely formalizes the notion that decision makers try to do the best for themselves in any circumstances that arise.

In the Hi-Lo game, it is obvious that rational players should choose H, and experimental evidence confirms that that is what (almost) everyone does in practice (Gold & Sugden, in press; Mehta et al. 1994). The HH outcome is in Nash equilibrium, because each player’s strategy is a best reply to the co-player’s; and this equilibrium is payoff dominant, in the sense that it yields both players a strictly higher payoff than the LL equilibrium, where strategies are also best replies to each other. Nevertheless, it is strange but true that game theory provides no justification for choosing H (Bacharach 2006, Ch. 1; Casajus 2001; Colman 2003a; Cooper et al. 1990; Crawford & Haller 1990; Harsanyi & Selten 1988; Hollis 1998; Janssen 2001). A player has no reason to choose H in the absence of a reason to expect the co-player to choose H, but the symmetry of the game means that the co-player faces the same dilemma, having no reason to choose H without a reason to expect the co-player to choose it. This generates an infinite regress that spirals endlessly through loops of “I expect my co-player to expect me to expect...” without providing either player with any rational justification for choosing H.

Other-regarding preferences provide no help in solving this problem, notwithstanding Gintis’s claim. The usual way of modeling other-regarding preferences, although Gintis does not spell this out, is by transforming the payoffs of any player who is influenced by a co-player’s payoffs, using a weighted linear function of the player’s and the co-player’s payoffs. This technique was introduced by Edgeworth (1881/1967, pp. 101–102) and has been adopted by more recent researchers, such as Rabin (1993) and Van Lange (1999). It alters the strategic structure of the well-known Prisoner’s Dilemma game radically, providing a reason for cooperation where there was none before, but it leaves the Hi-Lo game totally unchanged. For example, suppose that both players attach equal weight to their own and their co-player’s payoffs, then Player I’s payoff for joint H choices is transformed from 2 to (2 + 2)/2 = 2, but this is exactly the same as before. The transformed, other-regarding payoff is identical to the untransformed, self-regarding payoff; and the same applies to all other payoffs of the game. This game is unchanged by other-regarding payoff transformation, and other-regarding preferences cannot solve the payoff-dominance problem in other games.

This is just one illustration of the fact that game theory cannot model all aspects of strategic decision making, even if it is broadened to encompass other-regarding preferences. The payoff-dominance phenomenon, illustrated by the Hi-Lo game, cannot be modeled within the framework of orthodox game theory (Colman 2003a; 2003b). The only valid solutions, as far as I am aware, involve either abandoning the assumption of individual agency that is fundamental to both decision theory and game theory (Bacharach 1999; 2006; Sugden 1993b; 2005) or assuming that players use a form of evidential reasoning that violates orthodox assumptions of rational decision making (Colman & Bacharach 1997; Colman & Stirk 1998).

It is worth commenting that any evolutionary game-theoretic model that operates by adaptive learning in a non-rational process of mindless trial and error would tend to converge on the payoff-dominant equilibrium in a game such as Hi-Lo, although this cannot explain why human players choose it in a one-shot game. But the version of evolutionary game theory favored by Gintis incorporates a rational actor “BPC” model in which the brain, as a decision-making organ, follows the standard principles of rationality. Gintis believes this to be a basic insight that is surprisingly “missing from psychology,” and he devotes the whole of section 9 of his target article to defending it against its critics.

I must comment, finally, on Gintis’s surprising assertion that the Parsons-Shils general theory of action was “the last serious attempt at developing an analytical framework for the unification of the behavioral sciences” (Note 2). There have been other attempts, of which the theory of operant conditioning (Ferster & Skinner 1957) is surely the most comprehensive, successful, and enduring (Dragoi & Staddon 1999), and it even underpins the Pavlov strategy of evolutionary games (Nowak & Sigmund 1993).

ACKNOWLEDGMENT
The preparation of this commentary was supported, in part, by an Auber Bequest Award from the Royal Society of Edinburgh, Scotland.

The place of ethics in a unified behavioral science

DOI: 10.1017/S0140525X07000660

Peter Danielson

W. Maurice Young Centre for Applied Ethics, University of British Columbia, Vancouver, BC V6T 1Z2, Canada.

pad@ethics.ubc.ca http://www.ethics.ubc.ca/people/danielson/

Abstract: Behavioral science, unified in the way Gintis proposes, should affect ethics, which also finds itself in “disarray,” in three ways. First, it raises the standards. Second, it removes the easy targets of economic and sociobiological selfishness. Third, it provides methods, in particular the close coupling of theory and experiments, to construct a better ethics.

The target article proposes to unify behavioral science around evolutionary game theory. Although Gintis makes no explicit reference to ethics (except, perhaps, as part of philosophy), it is clear that concerns central to ethics – accounting for and, we hope, justifying prosocial attitudes – are also central to his proposal. On Gintis’s account, unified behavioral science (UBS) is quite friendly to ethics. It is centered on choice, gives a central role to the normative ideal of rationality, and makes a case for moralized preferences as a product of evolution. Here I argue that a unified behavioral science should lead to, if not include, a unified science of ethics. In particular, I expect the change
promoted by Gintis to have three beneficial effects on the field of ethics.

1. Raising standards. Facing non-unified social science in “disarray” allowed naturalistically inclined ethicists to pick and choose between frameworks. Some theorists preferred rational choice for its normative focus, others favored “qualitative” social science for its sensitivity to context and, often, its moral tone. Still others were discouraged by strong historical differences between the approaches in social science disciplines. In effect, non-unified social science lowers the standards that those working in the field, including ethicists, need to meet (Abel 2003). One consequence of unification is that it may be more evident that ethics, like the behavioral sciences, needs to articulate and defend “a model of individual human behavior” and (Abel adds) a model of social interaction.

Put another way, like social science as portrayed by Gintis, the field of ethics is also in “disarray.” Well-regarded work ranges from nearly axiomatic exposition of various normative principles with disdain for empirical evidence – Kagan (1991) and Gauthier (1986) stand out at this extreme – to reliance on very concrete qualitative data, at the other extreme: witness the title of Hoffmann (1995): “Can Ethnography Save the Life of Medical Ethics?” As I discuss in my subsection 3, UBS bodes ill for both of these methodological extremes, by demonstrating the power of tightly coupling theories formulated as models with experiments.

UBS also promotes a wider perspective: seeing ethics as part of the behavioral sciences. Ethical theory tends to look inward to its own tradition, so that attempts to use empirical work narrow their focus to the assumptions of ethical theorists (Doris & Stich 2005).

2. Poor competitors. Ethics has long defined itself in opposition to social science. Gintis’s proposed UBS makes a more difficult foe for those who define ethics in simple contrast of “ought” and “is,” that is, prescriptive and descriptive. Some earlier candidates for core models in the social sciences, self-interested rational choice and selfish gene sociobiology, made this reactive account of ethics too easy. Gintis shows just how easy with a famous example:

That human nature is selfish was touted as a central implication of rigorous biological modeling. In The Selfish Gene, for example, Richard Dawkins asserts that “[w]e are survival machines – robot vehicles blindly programmed to preserve the selfish molecules known as genes. . . . Let us try to teach generosity and altruism, because we are born selfish” (Dawkins 1976, p. 7). (Target article, sect. 10, para. 2)

Similarly, rational choice theory (RCT), in contrast to Gintis’s proposed beliefs, preferences, and constraints (BPC) model of agency, is also an easy foil for ethics. RCT, as a powerful normative theory, should be a strong competitor to ethics. Unfortunately, the common assumption of self-regard makes it easy for ethicists to reject economics as too narrow. In both cases the field of ethics could purchase distinctiveness easily: ethics becomes anti-economics or anti-egoism.

Note that Gintis does not reject egoism in either biology or economics. His is a more difficult foe for those who define ethics in simple contrast of “ought” and “is.”

Note that Gintis does not reject egoism in either biology or economics. His is a more difficult foe for those who define ethics in simple contrast of “ought” and “is.”

3. Constructing ethical science. UBS offers new methods that promise to improve the quality of work in ethics, by moving from the often theory-bound debates that characterize much of ethics to a tighter coupling of models and experiments.

A good example is the way one of Gintis’s recent projects was driven by an experimental anomaly. An ultimatum game experiment in a small-scale society produced unexpectedly non-prosocial results. Henrich’s “Machiguenga outlier” led to the widely cited cross-cultural experimental project in 15 cultures reported in Henrich (2004). To take another example, the role of reciprocity in ethics is understudied, yet both theory and experimental evidence indicate that human populations consist mainly of reciprocators of various kinds (Kurzban & Houser 2005). Third, Bicchieri (2006) provides a model of social norms that relates their descriptive and normative roles and accounts for much of the relevant experimental evidence.

This stress on experiments will surprise those who see ethics as too complex for experimental methods. On the contrary, a unified behavioral science sees experiments as crucial just for this reason:

Without experiments, it is difficult to choose among the many possible hypotheses. In particular, anonymous one-shot experiments allow us to distinguish clearly between behaviors that are instrumental towards achieving other goals (reputations, long term reciprocity, and conformance with social rules for expediency sake) and behaviors that are valued for their own sake. (Henrich 2004, p. 10)

More generally, Gintis’s UBS provides a broad foundation for a naturalized ethics. He provides evolutionary evidence for “pro-social traits, such as empathy, shame, pride, embarrassment, and reciprocity, without which social cooperation would be impossible” as well as neuroscientific evidence for “both the neural plasticity of and the genetic basis for moral behavior” (sect. 5, para. 10).
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Abstract: Gintis assumes the behavioral (=social) sciences are in disarray, and so proposes a theory for their unification. Examination of the unity of the physical sciences reveals he misunderstands the unity of science in general, and so fails to see that the social sciences are already unified with the physical sciences. Another explanation of the differences between them is outlined.

Gintis’s ambitious theory faces tremendous odds. Expressing simply, it is revealed as a manifesto for the reformation of the behavioral (=social) sciences: evolution is the ultimate cause, gaining the proximate cause (sect. 1); accepting this will unify the social sciences. Like reformers before him, he castigates the status quo: the social sciences “offer partial, conflicting, and incompatible models. . . . it is scandalous that this situation was tolerated throughout most of the twentieth century” (sect. 12, para. 1).

So Gintis is game (in one colloquial sense of the word): plucky, spirited, showing fight. If his program for unification of the social sciences were to succeed, he would join the ranks of a tiny number of justly famous visionaries (only two examples leap to mind): Newton (who unified celestial and terrestrial physics) and T. H. Huxley (who unified botany, zoology, evolutionary theory, biochemistry, and microbiology) in his textbook [see Huxley & Martin 1898/1875 to create biology]. My assessment is that Gintis’s vision has a number of blind spots, which when filled in do not look at all like he supposes. I will sketch in just one of them here: the present unity of the
physical sciences. If my sketch is accurate, Gintis’s program is game in another (colloquial) sense: lame (as in having a game leg).

Gintis speaks blithely of the “seamless integration of physics, chemistry, and astronomy, on the basis of a common model of fundamental particles and the structure of space-time” (sect. 1, para. 2). Where is biology? It is a physical science that accepts fundamental particles and space-time, so why is it left out? We will return to this question below. First, let us consider the unity of the physical sciences in general. This unity has five dimensions (Foss 1995; 1998), as follows.

1. Ontology. Physics sets the ontology of science as a whole; it tells us what the primary constituents of reality are and their properties. Anyone who would plausibly call herself or himself a scientist must accept that the world and everything in it is composed of fundamental particles in space-time moved by the fundamental forces.

BUT, all scientists, whether physical or social, already accept this ontology. Gintis’s above-quoted words show he conceives of scientific unity ontologically. So, his efforts simply are not needed. Psychologists, economists, and so on, accept the ontology he mocks — but recognize this ontology is insufficient to explain the phenomena in their fields. Psychologists know that the physical mechanism, the brain, is made of fundamental particles, and economists know that the social mechanism, money, depends on these particles (in particular those composing our brains). But this knowledge hardly gets them to square one in the quest to explain the phenomena they study. So shared ontology is not the sufficient condition, the mother lode, of unification Gintis assumes it to be.

2. Explanation. Newton’s equations explained not only projectile motion on Earth, but the motion of the Moon and planets, as well, effectively uniting two previously separate fields: terrestrial and celestial mechanics. Explanatory unification of (apparently) disparate phenomena still obtains today. For example, vision, radio, medical x-rays, and lightning are united by the electromagnetic equations which explain and predict their behavior.

BUT, it would be rash to think that this sharing of explanatory models and resources obtains across the physical sciences as a whole. Indeed, it does not obtain even within the paradigmatically unified science, physics. Famously, quantum phenomena are explained by different principles than are relativistic phenomena. Moreover, quantum theory and relativity theory have resisted all attempts at unification in a single theory: they are, in Gintis’s terms, incompatible. Yet physics is unified. More familiarly, buoyancy, torque, levers, and a host of other purely physical phenomena are explained without any reference to the fundamental theories of physics Gintis cites. As we move from physics to chemistry, biochemistry, microbiology, and biology, the fundamental particles and forces become more and more irrelevant, and explanation must turn to the properties of the assemblies and mechanisms these particles and forces make possible. So the explanatory use of varying, incompatible, theories does not entail disunity, and the social sciences are not disunified on this basis.

3. Method. In one sense all scientists are united by the same method: close observation of natural phenomena, creation of explanatory theories and models, testing these theories and models, and so on. In another sense their disparate methods define specific scientific specialties: The physicist trains instruments and intelligence on heavenly bodies; the chemist trains different instruments and intelligence on terrestrial bodies, and so on.

BUT, social scientists offer no exception to this pattern, either among themselves or among scientists in general.

4. Shared information economy. A psychologist uses an electron microscope to see the microstructure of a neuron, and in so doing accepts in good faith what the physicist says about the microscope’s reliability. The physicist likewise accepts the psychologist’s model of the brain as a naturally occurring biological computer, and accepts in good faith that the mind is physical. Thus, their work and theories mutually reinforce each other by exchange within their shared information economy.

More generally, information is the coin of the scientific realm, and its exchange unites the scientific community.

BUT, the social sciences are clearly in this economy, just like the physical sciences.

5. Sociology. The scientific community is organized to support its information economy, and to protect and improve the scope and accuracy of the information therein. Its institutions protect this economy by regulating membership in the community and deterring counterfeit information.

BUT, social scientists are bona fide members of this community, just like physical scientists. So Gintis’s diagnosis of disarray in the social sciences is misconceived, and his program based on a mistake. His disappointment with the social sciences is understandable, however. Our desire (indeed, need) to understand ourselves is extreme, and remains largely unsatisfied. Why? Because we are the most complicated phenomenon science has yet confronted. Protons and stars are simpler by orders of magnitude than a single living cell.

This is why biology does not appear on Gintis’s list of physical sciences: Biology deals with precisely the same complex phenomena that exceed the explanatory resources of physics in the social sciences – but the fact that biology spans the gap between them is further evidence of their continuity. The physical sciences, moreover, have a three-century head start on the social sciences. Better, then, to let the latter get on with its work, rather than force it to follow misconceived images of the former.

In evolutionary games, enlightened self-interests are still ultimately self-interests
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Abstract: Evolutionary theory provides a firm foundation for the unification of the behavioral sciences, and the beliefs, preferences, and constraints (BPC) model is a useful analytical tool for understanding human behavior. However, evolutionary theory suggests that if others, regarding preferences expressed by humans have evolved under selection, they are ultimately, if not purely, in the constrained, relative self-interests of individuals who express them.

Herbert Gintis is a distinguished economist with an unusually firm grasp of evolutionary theory and an unusually large number of entertaining book reviews posted at Amazon.com. (87, as this writing, I give the collection five stars). These reviews frame the issues in Gintis’s target article quite nicely. In his review of Vaulting Ambition: Sociobiology and the Quest for Human Nature, by Philip Kitcher, Gintis (2005c) describes how “Edward O. Wilson’s great work Sociobiology unleashed a furor of vitriolic criticism from mainstream social scientists.” Wilson defined sociobiology as the systematic study of the biological basis of all social behavior, and he suggested that the social sciences were “the last branches of biology waiting to be included in the Modern Synthesis” (Wilson 1975, p. 4). The proclamation that the social sciences are branches of biology was not universally well received. Wilson’s Figure 1.2 showed sociobiology engulfing surrounding fields like an amoeba engulfs its prey. No wonder there was such a fuss! In his review of The Company of Strangers: A Natural History of Economic Life, by
Paul Seabright, Gintis (2005a) says: “Despite the rough treatment handed to Edward O. Wilson’s call for a unification of biology and the social sciences some three decades ago, . . . the process of integrating social science into natural science appears to be in full swing.” In his review of Defenders of the Truth: The Battle for Science in the Sociobiology Debate and Beyond, by Ullica Segerstråle, Gintis (2000b) concludes: “The sociobiologists and behavioral ecologists won the scientific war.” If the war is over, Gintis’s efforts here (in the target article), to unify the behavioral sciences under evolutionary theory in general, and the beliefs, preferences, and constraints BPC model in particular, can be seen as a postwar reconstruction effort: framework building. I like the framework Gintis proposes, but I doubt that the war is over (and I am betting that some of my fellow commentators will confirm this).

From my perspective as a behavioral ecologist, Gintis is mostly preaching to the choir. Evolutionary biology forms a foundation for all behavioral disciplines. Gene-culture coevolution, evolutionary game theory, and the BPC model should be important components of a general framework for understanding the social behavior of humans. Gintis offers the useful analogy: “just as physical principles inform model creation in the natural sciences, so must biological principles inform all the behavioral sciences” (sect. 2, para. 2).

What does it mean to have your research “informed” by fundamental laws, but not “reduced” to those laws? I wish Gintis had pursued this. He calls it scandalous that the behavioral disciplines have partial, conflicting, and incompatible models, but he does not get around to showing how useful the proposed unified theoretical framework could be. That was a missed opportunity. Interesting perspectives on how behavioral ecology has benefited from a firm foundation in evolutionary theory are provided by Krebs and Davies (1997b), McNamara et al. (2001), and Owens (2006). Once you understand evolutionary theory, and are comfortable with its limitations, you are bound to find it useful. Here is one example of this: it is a peculiar feature of science that we have such elaborate rules for how to test hypotheses, but so little guidance on how to create them. At the least, the deductive framework provided by evolutionary theory would allow social scientists to spend less time sorting through myriads of creative but short-lived, ad hoc hypotheses.

I like Gintis’s proposed unifying framework, but I disagree with his interpretation of other-regarding preferences, including strong reciprocity. In his target article, Gintis quotes R. D. Alexander, from his book The Biology of Moral Systems (1987, p. 3): “ethics, morality, human conduct, and the human psyche are to be understood only if societies are seen as collections of individuals seeking their own self-interest.” Gintis then introduces the concept of enlightened self-interest, without explaining his thoughts on the Alexander quote. They are clear from his review of Alexander’s book at Amazon.com (Gintis 2000a), where the quote is followed immediately by this:

This is of course the model of human action in standard economic theory, and I have spent my whole life dealing with its inadequacies. . . . Alexander’s description of human behavior ignores strong reciprocity (spontaneously contributing to social goals and punishing shirkers and other non-contributors when there is no reasonable probability of future payoffs for the individual. (Gintis 2000a)

In his target article, Gintis sticks to the argument that morality and costly other-regarding preferences have evolved, even though “it is implausible to expect that these costs will be repaid.” This does not make sense in the evolutionary calculus. If costly other-regarding preferences have evolved in response to selection, then somehow or another they are ultimately in the constrained, relative self-interests of the individuals who express these traits, at least in the kinds of social environments where these other-regarding preferences would have been selected (Nakamari & Iwasa 2006; West et al. 2006). There may be some confusion arising from inconsistent interpretations of the meaning of self-interest. Evolutionary biologists adopt an inclusive fitness perspective and include the welfare of kin or kin groups as being in the selfish interest of an actor (Axelrod 1981). Hagen and Hammerstein (2006) provide a critique of Gintis’s interpretation of the seemingly selfless behavior of human subjects in contrived experimental games.

There are many important unanswered questions about the evolution, mechanisms, and dynamics of other-regarding preferences, which are clearly important in human social behavior. I agree with Gintis that “the notion that preferences are purely self-regarding must be abandoned” (sect. 12, para. 2) by anyone who might have this notion. However, the hypothesis that other-regarding preferences have been selected because they are ultimately in the self-interests of those who express them neither assumes, nor implies, that they are “purely” self-regarding. In his review of The Evolution of Morality (Life and Mind: Philosophical Issues in Biology and Psychology), by Richard Joyce, Gintis (2006b) says, “A moral sense helps us to be reasonable, prosocial, and prudential concerning our long-term interests.” This seems like a sensible hypothesis to me. In evolutionary games, long-term and enlightened self-interests are still ultimately self-interests.
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Abstract: Though capturing powerful analytical principles, this excellent article misses ways in which psychology and neuroscience bear on reciprocity and decision-making. I suggest more explicit consideration of scale. We may go further beyond gene-culture dualism by articulating how varieties of living systems, while ultimately drawing from both genetic and cultural streams, evolve sufficiently as unitary targets of selection to mediate higher-level complex systems.

How best to understand wholes and parts? Nonliving systems’ components hold their positions obediently, but components of living systems have endogenous spontaneity, so sometimes jostle each other for a larger share of their synergy. The stressed whole may then either decay or find a strong new shape in which to persist for another while.

Reciprocity and agency. Moving from physical sciences to biobehavioral sciences, agency appears, as the emergents acquire autonomy (Glassman 2006). Their cybernetic processes internally comprise regulatory feedbacks, while game theory becomes relevant to their external interactions. Agents play games. They do so in proliferating ways, from coalitions and competitions within cells to those of individuals, nations, and civilizations. “Strong reciprocity” (sect. 10) adds potential for a general theory of levels, concerning factors enabling groupings to become sufficiently unitary to emerge as elementary components of “higher-level” systems. However, theorizing is impeded in this excellent target article’s excessive emphasis that adaptiveness focuses on individuals or genes. Additionally, the article misses aspects of psychology and neuroscience.

Metonymic fallacies in psychology. Labels can lead to exclusionary imperialism. We should disallow co-option of the
term “decision making” (sect. 3) by a subfield. All psychology concerns decisions. For example, textbooks of developmental psychology (e.g., Siegler et al. 2003) describe how children take another’s point of view. An introductory psychology textbook (Weiten 2007) explains how perceptual cues feed decisions about objects’ distances. Social psychology investigates seductive perversions elicit decision redirections (Cialdini 2001); relatedly, the applied psychology of marketing taps biases in purchasing decisions, using “segmentation and positioning” (e.g., Schifffman & Kamuk 2004). Evolutionary pressure to limit alternatives in decision-making may underlie the smallness of working memory capacity (Glassman 2000; 2005).

Although behaviorism continues to be iconic of academic psychology’s self-conscious positivism, in Gintis’s article it becomes a straw man. The universe of psychology has expanded, yet we should remain wary of its statistical homogenizations. For example, the section 6 discussion of “conformist transmission” would benefit from explicit coverage of diverse forms and their contingent relationships.

**Brain idolatry: Localization can be a distraction.** The target article’s discussion of the “fitness-enhancing” decision-making ability of human “complex brains” (sect. 3) contains the homunculus fallacy. If the target author, as in the last paragraph of section 5 on prefrontal cortical substrates for moral behavior, merely add natural science “sanctity” to behavioral science. Neuroscience findings must be examined in conjunction with additional knowledge from behavioral sciences, humanities (including literature, even theology; Glassman 2004), and our human intuitions. Contrary to section 4, neuroscience does not only imply a rational actor; that appearance arises from the researchers’ presuppositions about what to study.

Why are people “faulty logicians” (sect. 9.6)? The discussion of the work of McClure et al. (sect. 4) stopped short of saying how neuroscience might elucidate mental processes (rather than merely ratify their existence), but it provides an opening: Suppose natural selection – parsimoniously feeling out costs and benefits – has really yielded only two brain systems for weighing short- versus long-term payoffs. Is there an “engineer” phenomenon? Perhaps inner levels progressively adjust to reflect the outermost. This hypothesis implies gradual “downward causation” (Campbell 1974), feedthrough from “upper” to “lower.” For example, levels of the central nervous system from brainstem to cortex have accommodated one another while evolving (Rosenzweig et al. 2005; Striedter 2005), always with limited plasticity (Glassman & Smith 1985).

**Evolutionary stages become intermediaries: “Progress.”** Notwithstanding social scientists’ aversion to the term, perhaps there is “progress.” In considering the peculiar suppleness of evolving systems, Williams F. Wimsatt (1980; Glassman & Wimsatt 1984) picked up Herbert Simon’s allegory of two watchmakers – the wise Hora, who built interchangeable subassemblies in intermediate stages, and the shortsighted Tempus, who assembled everything in one fell swoop from 1,000 parts – if fortunate not to be interrupted. Although the criticism of teleology is allayed in remembering that an apparent immortally progressive evolutionary line is but one of many radiations, some longer-lived than others, intermediate stages do seem to evolve greater potency or resilience in becoming new levels of parts within wholes of complex systems.

The longer the world goes on, the more variety it witnesses. Even so, the identification of generalities such as strong reciprocity seems to evolve greater potency or resilience in becoming new intermediate levels of parts within wholes of complex systems.
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**Abstract:** Game theory provides a descriptive or a normative account of an important class of decisions. Given the cognitive sciences’ emphasis on
Gintis's proposal is not for everyone in the behavioral sciences. This is clearly the case for cognitive psychologists. Language processing, memory, problem solving, categorization, and attention are not easily construed as instances of strategic interaction. Gintis is aware of this and notes that some of us will have little to gain from the current proposal. I would argue that, in fact, psychologists and other behavioral scientists have a lot to lose by adopting it.

Gintis's inspiration, the unification of the physical sciences in the twentieth century, provides important perspective on the problem. Prior to Niels Bohr and Ernest Rutherford's elucidation of atomic structure in 1912, chemistry was a highly developed but largely descriptive discipline. Sophisticated bench techniques had been developed, and Mendeleev's periodic table of 1869 stood as a towering intellectual accomplishment. Nevertheless, chemistry was primarily a descriptive field concerned with the cataloging of elements, reactions, and material properties. Atomic and then quantum theory transformed chemistry from a descriptive to an explanatory science, opening new vistas including molecular biology, atomic physics, and quantum chemistry.

Game theory, though a powerful tool with potential broad application in the behavioral sciences, offers cognitive psychologists a different transformation when considered as a unifying theory for the behavioral sciences. Even overlooking the limits of its application and granting it some of the elegance of Mendeleev's periodic table or the computational precision of Kepler's descriptions of planetary movement, we are left with the fact that game theory is ultimately a descriptive or a normative tool. While it may describe an important class of human decisions, it does not provide sufficient insight into the mechanisms that produce our decisions. Gintis expresses surprise at the fact that cognitive psychology devotes most of its energies to understanding "the processes that render decision making possible" (sect. 3, para. 3); but of course, this is exactly what we must do if we are to truly understand those decisions. The evolution from explanatory to descriptive science would be a great step backwards. The natural consequence of such a choice would be the formation of a deepening fissure between the cognitive and behavioral sciences. I would hate to see that happen, and suspect that it never will.

A fissure between the cognitive and behavioral sciences would be undesirable for everyone involved. Consider the fundamental but challenging problem of framing in the beliefs, preferences, and constraints (BPC) model. Gintis notes that subjects show framing biases because they tend to map the formal structures of games encountered in the lab to experiences or facets of their normal lives. As a cognitive psychologist I would argue that the framing bias reflects limits imposed by operating characteristics of human memory, attention, and problem-solving, as well as the way that listeners map linguistic descriptions of task parameters onto conceptual representations. Rather than dismissing all deviations from the predictions of the model as "performance errors" (sect. 3, para. 4), game theorists could improve their models by addressing how cognitive mechanisms produce systematic variation in performance. The cognitive sciences also need to explore the domains occupied by the behavioral sciences to explore the full complexity of how different representational types and processes interact over time in the broader social context that defines human experience. This recognition of a broader context also enables the realization of the cognitive science's potential for practical application.

If the BPC model, or at least the BPC model as it is currently envisioned, is not the right kind of theory to truly unify the behavioral sciences, what are behavioral scientists to do right now? With a widely recognized need for integration, researchers in a variety of fields have staked out an integration strategy that I suspect will preserve the traditional bonds between cognitive and behavioral sciences. Rather than weaving an encompassing theory to unify the sciences, many researchers have adopted a piecemeal strategy of using insights and techniques from allied fields to constrain research and theory development.

Experience in spoken language communication demonstrates the advantages and disadvantages of this approach. Historically, the sequence of effects that constitutes language communication is often conceived as a chain involving discrete processes including motor planning, sound production and filtering, auditory transduction, phonetic classification, and lexical access. Each of these steps has been adopted by a different set of specialists with expertise in areas ranging from physics to physiology and psychology. Over the last 50 years, this strategy has often been productive, in part because it has broken a challenging problem into more manageable ones, and it has allowed researchers to draw on well-developed theory and techniques from the mother disciplines of each specialty. These advances have come at a cost, though. Considered together, this approach forms a kind of production line in which the output representations of each step (e.g., acoustic structure, auditory representation, phonetic representation, etc.) form the input representation for the next. In Marr's terms (1982), these input and output representations are a critical defining characteristic of the computational problem. But problems arise when practitioners in one field adopt a shallow or outdated view.

For example, early speech perception research suggested that listeners show strict categorical perception of speech sounds. This view was adopted by linguists in part because it resonated with their existing theories, and by psychologists who used this insight to frame spoken word recognition as the process of mapping between discrete abstract representations of phonetic categories and similarly abstract representations of word forms. Unfortunately, psychologists and linguists failed to absorb the full complexity of the original data and appreciate the implications of subsequent data showing that discrete categoricity is largely an artifact of metalinguistic task demands and that categorization is a gradient process that may be strongly influenced by context. As Gow (2005) notes, this failure led word recognition theorists to overlook the dynamic properties of lexical activation and their role in specific processing challenges including lexical segmentation and lawful phonological variation. Happily, interdisciplinary efforts by phoneticians, psychologists, and linguists have begun to address the full complexity of phonetic categorization processes in the context of word recognition. The lesson here is that cross-disciplinary integration is not impossible in principle. It simply requires training and scholarship that are defined by problems rather than historical disciplinary boundaries. Ideally, this would strengthen work within disciplinary boundaries by giving researchers additional perspective on the assumptions, techniques, and theories that define them.

As the recent explosion of neurocognitive fields (e.g., neuroeconomics, social neuroscience, neuroethics) attests, researchers in many of the disciplines are turning to interdisciplinary neuroscience approaches to ground behavioral science theories. Gintis takes this tack himself, citing neuroscience evidence to ground claims about the representation of payoff, hyperbolic discounting, and the basis for moral behavior and cultural replication. Cognitive neuroscience, as it emerges from its current, largely descriptive phase, provides an obvious potential source of grounding for the behavioral sciences. Whether or not it ultimately provides the grand theory that unifies the behavioral sciences will likely depend on the degree to which researchers in the neurocognitive fields are able to develop solid, current problem-based expertise in both neuroscience and individual disciplines within the behavioral sciences with an eye towards explanation.
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Abstract: With a few incisive (and legitimate) criticisms of crucial experiments in psychology that purported to bring down the foundations of modern economics, together with a broad scholarly review that is praiseworthy, Gintis attempts to build a unifying framework for the behavioral sciences. His efforts fail, however, because he fails to break with the conventional methodology, which, regrettably, is the unifying basis of the behavioral sciences. As a result, his efforts will merely recapitulate the story of the past: interesting, provocative results that are soon overthrown because they are limited to the conditions of the experiment. Gintis is keenly aware of this limitation – and thus meets Brunswik, but fails to recognize him; this we know because he seems unaware of the fact that Brunswik said it all – and provided a detailed defense – a half century ago.

All previous attempts to build a unifying framework in psychology have failed because the scientific base keeps collapsing. What makes this lamentable is that Gintis’s effort is so unnecessary; yet Gintis has done it again. That is, he has removed scientific achievements of the past by pointing out methodological mishaps, without recognizing the fundamental ever-present nature of the methodological flaw that causes the mishap. (See Hammond and Stewart [2001] for a history of previous attempts.) Gintis’s attempt may even be unique; he forms a framework that rests on foundations that he himself tears down. Although he builds his framework on achievements in various fields with remarkable expertise and admirable scholarship, he must qualify them all by noting that they are restricted to the artificial conditions under which they were obtained; as he puts it, they may not hold in “real life” or in the “real world.” (These phrases are important to him; he uses them at least nine times.)

A key example is Gintis’s dismissal of Tversky, Slovic, and Kahneman’s foundational demonstration of preference reversal in the choice of lotteries (Tversky et al. 1990), by simply pointing out that “the phenomenon has been documented only when the lottery pairs A and B are so close in expected value that one needs a calculator…to determine which would be preferred by an expected value maximizer” (sect. 9.2, para. 5). And “when the choices are so close to indifference, it is not surprising that inappropriate cues are relied upon to determine choice” (sect. 9.2, para. 5). So there it is; in those few sentences, Gintis dismisses 30 years of the celebration of a major finding by psychologists that trumped (or so they believed) a major underpinning of economic theory and led to a Nobel Prize.

But 50 years ago, Brunswik pointed out psychology’s vulnerability to this kind of attack when he said: “Generalization of results concerning… the variables involved must remain limited unless the range, but better also the distribution… of each variable has been made representative of a carefully defined set of conditions” (Brunswik 1956, p. 53). In short, specific values of the independent variable should be chosen by demonstrably defensible relations to a “carefully defined set of conditions” representative of the universe to which the results are intended to apply. That is what Brunswik meant by “representative design”; and that is what Gintis wants, but unfortunately doesn’t know it.

But he is not alone; like Gintis, neither do Tversky, Slovic, and Kahneman want to bother with this admonition; for them it is sufficient to arbitrarily select (or were these the only values that produced the desired effect?) certain data points and ignore the entire question of generalization. Tversky et al. were willing to be arbitrary in their choice of data points; Gintis will be satisfied with a wave to the “real world,” no specification necessary. But it is precisely that arbitrariness that brings down massive generalizations. In short, had Tversky, Slovic, and Kahneman listened to Brunswik (1956), they would not have exposed themselves to a fatal criticism that Gintis, at least, believes destroys a cornerstone of their work. Of course, they were not alone; had psychologists in general been willing to listen to Brunswik (which they were not), we would have been spared the spectacle of Gintis’s scholarship taking down that piece of the foundation that psychologists had found so important.

Yet Gintis goes on to the destruction of his own foundation. He makes use of Brunswik’s principal admonition (without mentioning him) of the impossibility of generalizing results from “rule of one variable” experiments to what Gintis calls “real life.” That gap between experimental conditions and conditions outside the experiment rules out the possibility of the generalization Gintis needs in order to establish his claim of meaningfulness for research in game theory and the like.

Hence, Gintis fails to explain just how to get rid of the “artificiality” that he claims undermines the psychological experiments because he doesn’t know how. Nor would he know how to get rid of the arbitrariness in Tversky et al.’s choice of data points in the independent variable that defeats their purpose. He could, of course, suggest other data points but without paying heed to Brunswik’s admonition to make them representative “of a carefully defined set of conditions,” they would be just as arbitrary as those chosen by Tversy et al.

This is strange; all that needed to be done was to cite Brunswik’s words that I have cited above (that is the easy part) and then act accordingly; that is – justify, theoretically or empirically, your choice of data points on the independent variable! That is the hard part. Few mainstream psychologists will acknowledge the point from Brunswik (1956) that I cited earlier, which bears repeating, that “generalization of results concerning… the variables involved must remain limited unless the range, but better also the distribution… of each variable, has been made representative of a carefully defined set of conditions” (p. 53). Few will go to the trouble of specifying “a set of conditions” toward which their results are intended to apply, and then accept that “the range, but better also the distribution… of each independent variable” should be justified. Psychologists have been turning their heads from this troublesome matter for 50 years. As a result, an economist can dispense with a body of research with a few simple sentences.

In short, Gintis’s bold effort to provide a “unifying framework” will be frustrated because a “unifying framework already exists in the behavioral sciences. That unifying framework is the behavioral sciences’ ironclad commitment to a methodology that prevents valid generalization, and which, therefore, leads some of its most scholarly members to bemoan the gap between artificial experiments and – forgive us – the “real world.” Brunswik never put it better than when he said: “There is little technical basis for telling whether a given experiment is an ecological normal, located in a crowd of natural instances, or whether it is more like a bearded lady at the fringes of reality, or perhaps a mere homunculus of the laboratory out in the blank” (1956, p. 204). So, was the Tversky et al. (1990) experiment, so often quoted and relied upon in countless textbooks and professors’ lectures, “more like a bearded lady at the fringes of reality,” or did it reflect the circumstances we are interested in? Who can tell?

Brunswik could, and did in 1956. Sadly, few have listened. Gintis shows us the consequences. And may learn from them himself.
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Gary Becker contended that standard rationality assumptions are additional to typical axioms of rationality. For example, when a proposition is difficult or impossible to falsify, then we should worry, even if we do not uphold the strict Popperian criterion of falsifiability as the mark of science. As recognized in the philosophy of science (Nagel 1961), a problem with the misleading terminology of rationality is refuted by the evidence. Other important features of his unification framework, such as the “evolutionary perspective” and “gene-culture coevolution” are given much less overall attention.

Gintis abandons many of the established meanings of rationality, including the narrower version in which individuals are motivated by their self-interest. For him, the rational actor model “depends only on choice consistency and the assumption that an individual can trade off among outcomes” (sect. 4, para. 2). I do not argue that choice consistency (otherwise known as preference transitivity) is refuted by the evidence. Instead, I uphold it would be difficult in practice to find any evidence strictly to refute this assumption.

An experiment may seem to reveal preference intransitivity, by showing that while X is preferred to Y, and Y is preferred to Z, Z is preferred to X. However, this can be explained away by showing that the three pairwise comparisons did not take place under identical conditions, or were separated in time or space. The consumer could have “learned” more about her true tastes and expectations during the experiment itself, or other factors may account for the apparent intransitivity. All we have to do is show that the two Zs in the above comparisons are not quite identical. They could be slightly different in timing, substance, or their informational or other contexts. We then get the result: X is preferred to Y, Y is preferred to Z1, and Z is preferred to X. In these circumstances, transitivity is no longer violated. In short, preference inconsistency is extremely difficult to detect in practice because it is impossible to replicate the strictly identical global conditions under which choice rankings are made.

When a proposition is difficult or impossible to falsify, then we should worry, even if we do not uphold the strict Popperian criterion of falsifiability as the mark of science. As recognized in the philosophy of science (Nagel 1961), a problem with the non-falsifiable propositions is that they are consistent with any conceivable evidence in the real world, and hence their explanatory power is diminished (Hodgson 2001; Udehn 1992).

However, this does not mean that the rational actor framework is necessarily useless or wrong. Gintis can point to many examples of its apparent success, not only in economics, but also in biology, sociology, and elsewhere. In the face of this apparent success I have a different claim: In every case, the results of such models depend critically on assumptions that are additional to typical axioms of rationality. For example, Gary Becker contended that standard rationality assumptions generate a number of predictions concerning human behavior. However, all of Becker’s claimed “predictions” depend on assumptions additional to his core axioms of rationality with given preferences (see, e.g., Becker 1981). Indeed, because it is difficult to conceive of evidence that falsifies these axioms, such models must depend on auxiliary assumptions in order to generate specific results (Blaug 1992, p. 232; Vanberg 2004).

Although Gintis treats it as equivalent to rationality, the “beliefs, preferences, and constraints” phraseology evokes a different set of concerns. The problem, particularly from an evolutionary perspective, is explaining where beliefs and preferences come from. How do they evolve? From an evolutionary perspective, they can no longer be taken as given.

Just as the meaning of “rationality” is undermined when it is applied to all organisms simply on the basis of the existence of consistent behavior, Gintis evacuates the term “belief” of much of its meaning when he suggests that it applies to all organisms. Do bacteria have “beliefs” in the same sense that humans have “beliefs”? No. Bacteria lack deliberative, linguistic, communicative, prefigurative, and other capacities that humans use to construct beliefs. All organisms that possess a developed nervous system have some kind of neural activity, but that does not mean that it involves “beliefs.” The danger is that the terms “beliefs” and “reasons” become so broad that they include habits, emotions, instincts, and visceral reactions. The BPC/rationality model becomes so capacious that it accommodates any form of impulse toward behavior, deliberative or otherwise.

Consequently, we should not identify “rationality” as a supreme overarching principle for the behavioral sciences. There is an alternative, with an even stronger evolutionary grounding. What is common to all organisms are not beliefs but behavioral dispositions. These come in two kinds. First, there are genetically inherited dispositions of instincts. Second, there are dispositions that are acquired during development and interaction with the environment; these are known as habits, and are most important in social animals with imitative capacities and complex brains. Nevertheless, the capacity to acquire habits itself requires instinctive priming. Furthermore, rationality, in the more meaningful sense of conscious rational deliberation, also depends on habits and instincts as props (Hodgson 2004; Plotkin 1994).

Both instincts and habits are rule-like dispositions: In circumstances X, the organism strives to do Y. Sets of rule-like dispositions are linked together into what we may term programs. The biologist Ernst Mayr (1988) argued for an alternative general behavioral perspective along these lines. Instead of simply asserting that agents hold beliefs and preferences, the paradigm of program-based behavior ties in with an explanation of their evolutionary emergence, through both natural selection and individual development. Evolution involves both the adaptation of programs to changing circumstances and the elimination of other programs through selection. Whereas the rational actor model simply sets out assumptions that are consistent with behaviors, the paradigm of program-based behavior focuses on the explanation of the dispositions behind any act. The concept of the program may be subdivided between programs that do and do not involve deliberation or conscious prefiguration, thus avoiding the dangerous conflation of these different meanings with the misleading terminology of rationality.

The paradigm of program-based behavior has been applied to economics by Viktor Vanberg (2002; 2004) and has strong similarities with John Holland’s (1995) theory of adaptive agents. Both in terms of its terminology and its focus of explanation, it is more general than the rhetoric of rationality and beliefs. A danger with this rhetoric is that it extends concepts with a special and largely human meaning to a broader context, and thereby denudes them of much substance.
Abstract: The argument for unifying behavioral sciences can be enhanced by highlighting concrete, vivid, and useful benefits that cohere with both behavioral models and Gintis’s approach. Such benefits underlie every legal system’s efforts to modify behaviors by changing incentives in the legal environment. Consequently, where those assumptions are flawed, improved behavioral models could improve law’s effectiveness and efficiency in regulating behavior.

It has become common, fortunately, for scholars to call for greater interdisciplinarity, believing important syntheses will follow. Suggestions on how to synthesize are much rarer. It is therefore significant that Gintis does not only argue eloquently that the “abiding disarray in the behavioral sciences” (sect. 7, para. 5) should be overcome through unification. He also proposes how we might achieve unification: by using evolutionary theory and game theory to bridge disciplines. I suggest that the appeal of this argument can be augmented by more explicit and extensive attention to the practical advantages of unifying, and of unifying the particular way Gintis proposes.

We know inconsistency is costly. Some people (and universities) are wasting their resources developing theories that cannot be right. Unification (which itself is costly) could yield net gains by reducing the waste and offering new and larger benefits in its place. These benefits obviously include coherence, as it is elegant and satisfying to integrate perspectives into a seamless whole. And coherence helps generate new and more accurate knowledge, a worthy end in itself. But beyond this, highlighting practical applications of a unified model will help underscore the need for coherence.

Concrete benefits of the kind of unification Gintis calls for can be illustrated by considering the legal system. At its most basic, the legal system is a massive, intricate, and dynamic set of tools for changing, channeling, and regulating the behavior of humans. Put simply, society uses law to manipulate environmental conditions in ways that prompt more of the individual and group behaviors we want, and less of the behaviors we don’t. For example, society uses law to: facilitate economically efficient exchange (by enforcing bargains); protect private property from theft; stem aggression; force expansions or contractions of healthcare coverage; protect people from unsafe or ineffective drugs; allocate rights and duties; prompt suitable savings rates for retirement; and regulate sexual, mating, and reproductive behavior— to name but a few.

But with the rare exception of when law physically forces a behavior (e.g., through arrest and incarceration), anything significant that law achieves it achieves by incentivizing people to behave differently (through taxes, fines, rewards, threats, and the like). This means that at the core of every legal policy is an implicit behavioral model that provides the fulcrum for the lever of law (Jones 2004). That fulcrum contains the shifting set of assumptions that underlie a prediction: if law moves this way, behavior will move that way, as intended, and not some other way.

This reality sharply clarifies the practical need for the unified behavioral model Gintis helps prompt us to construct. As a consumer and end-user of behavioral models, and charged by society with accomplishing very specific behavioral changes, law has a particularly acute need for improved models of human behavior. For law can obtain no more leverage on the behavior of humans than the solidity of this fulcrum affords. That is, inaccurate assumptions make for soft fulcra and poor leverage. Or, put another way: Incorrect assumptions about human behavior impede law’s ability to effectively and efficiently change behaviors, and to do so at the least cost to society. Unfortunately, many existing social sciences, such as law. Some existing work (see the bibliography at the Society for Evolutionary Analysis in Law website: www.sealsite.org) helps illustrate his point. Incorporating evolutionary analysis into legal thinking may help law to more effectively combat child abuse and rape (Jones 1997; 1999). It may help law devise optimal incentives (O’Hara 2004). It predicts that many features of legal systems (such as property; Stake 2004) will tend to reflect the effects of natural and sexual selection on the main features of the evolved human neural architecture (Jones 2004, p. 1706). It predicts that both human morality (Alexander 1987) and human intuitions about just punishments will reflect evolved sensitivities concerning bodily harm, resources, and exchanges (Hoffman & Goldsmith 2004; Robinson et al., in preparation).

It predicts that main features of legal systems (such as property; Stake 2004) will tend to reflect the effects of natural and sexual selection on the main features of the evolved human neural architecture (Jones 2004, p. 1706). It predicts that both human morality (Alexander 1987) and human intuitions about just punishments will reflect evolved sensitivities concerning bodily harm, resources, and exchanges (Hoffman & Goldsmith 2004; Robinson et al., in preparation). It predicts that many of the human irrationalities that pose practical problems for law (such as endowment effects, overdiscounting of future interests, and spiteful behavior) may flow from evolutionary causes and reflect a mismatch (a “time-shifted rationality”; Jones 2001) between ancestral and modern conditions (Gigerenzer 2002). And it predicts a “law of law’s leverage,” whereby the effectiveness of a given unit of legal intervention will vary with the extent to which an evolved predisposition toward now unwanted behaviors was adaptive for its bearers, on average, in past environments (Jones 2001).

This is just a beginning. Were the kind of unification for which Gintis calls to be more aggressively pursued, as I believe it should be, it could yield practical gains analogous to those that Darwinian medicine may yield (Nesse & Williams 1994/1996). Specifically, a successful unification of the human behavioral sciences could improve the legal system’s effectiveness and efficiency in regulating human behaviors. Making this case could help make the argument for unification even more appealing than it already is.

Disciplinary stereotypes and reinventing the wheel on culture
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Abstract: Gintis argues that disciplinary models of human behavior are incompatible. However, his depiction of the discipline of anthropology relies on a broad generalization that is not supported by current practice. Gintis also ignores the work of cognitive anthropologists, who have developed theories and methods that are highly compatible with the perspective advocated by Gintis.

Gintis’s argument that disciplinary models of human behavior are incompatible relies on broad generalizations of disciplinary models that are not empirically justified. Gintis’s treatment of anthropology is especially thin and describes a stereotypical view of culture that is not used by contemporary anthropologists to a significant degree.

Despite the centrality of the concept of culture to anthropology, there is currently no consensus about what culture is within anthropology, not even within the subdiscipline of cultural anthropology. One branch of anthropology, cognitive anthropology, has already offered a view of culture similar to the one advocated by Gintis (D’Andrade 1995). For the remainder of this review, I will summarize a definition of culture used by cognitive anthropologists in order to argue that much of the work done towards unifying disciplinary views of human behavior and culture has already been done by cognitive anthropologists.

Despite disagreements about the nature of culture, there is agreement that culture refers to something learned rather than inherited (Brumann 1999). The concept of culture is usually invoked to understand the behavior and thought patterns of groups. However, only individuals can learn, and they are the only source of cultural data (Handwerker 2001). Therefore, any definition of culture must begin with the knowledge that human beings possess, and how individual human beings learn and process information. Because culture is learned primarily through other people, it is also the result of social interaction and is shared. This results in culture being both socially and individually constructed.

The way individuals construct cultures begins with the formation of cognitive models of reality. Humans are limited in their ability to recall discrete units of information (Miller 1956). However, humans have an almost unlimited ability to “chunk” together bits of information into schematized models of particular domains of information (D’Andrade 1995). There is not a one-to-one correspondence between a particular model and a particular domain. Rather, multiple models are at work in concert at any given time. Some models are more likely than others to be invoked at a given moment because of a weighting process that develops over time after repeated experiences with a domain (Strauss & Quinn 1997). This weighting process is mediated by emotions that are evoked during these experiences. Models invoked during experiences that are associated with positive emotional feedback are more likely to be used in the future. The opposite can be said for negative emotional feedback (Strauss & Quinn 1997).

Cognitive anthropologists define the complete set of an individual’s cognitive models, including the models’ associated emotional weights and behaviors, as the raw material of culture (Handwerker 2001). Instead of a unitary, internally consistent “seamless web” that contains unambiguous rules for behavior (DiMaggio 1997), cognitive anthropologists see culture as fragmented and inconsistent. At any point in time, individuals may have internalized cognitive models that are contradictory. These models, although guides for behavior, can never have a one-to-one correspondence with behavior outputs because of their heterogeneity. Rather than acting as a blueprint for behavior, culture acts like a “toolkit” of strategies which individuals use to choose among behavioral options depending on momentary external circumstances (DiMaggio 1997).

The cognitive models that individuals have at their disposal at any point in time develop as a result of past experiences and are constantly being modified with new experiences. Cognitive models influence the behavioral choices that individuals are forced to make in the context of external circumstance. These behavioral choices then provide individuals with additional experiential information from which ideas and emotions are subsequently generated and modified. Because no two individuals have exactly the same experiences, no two individuals have the same set of cognitive models. And no one person has the same set of cognitive models from one moment to the next, because individuals are constantly behaving and processing additional experiential information (Handwerker 2001).

Although individuals are the only source of cultural data, and the raw materials of culture pertain to individuals, culture is created through social interaction. “Cultural models” refers to models that are to some extent shared by members of a population (Dresser & Bindon 2000). However, since cognitive models are the result of a creative process within individual brains, culture is not a “thing” that can be transferred from one person to another (Handwerker 1989). Because an individual’s set of cognitive models is the end product of life experience, and because members of populations often have similar, if not identical, experiences, this produces patterning of cognitive, emotional and behavioral traits. Also, as individuals interact with members of their social networks, they experience the world vicariously through those other network members. This enables individuals to hold ideas and emotions about experiences and behaviors without actually experiencing them directly.

Therefore, the cognitive models and emotions of each individual human being depend in some part on the cognitive models, emotions, and behaviors of other members of their social network.

Individual human beings do not passively accept models from their social network. Rather, they accept the models that work, modify those that do not, and “share” these modifications back into their social network in a dynamic, continually evolving creative process. When models developed through previous experience are unable to account adequately for new stimuli, individuals switch from “automatic” to “deliberative” cognition, which they use to actively and innovatively restructure their own models to better account for new stimuli (DiMaggio 1997). Subsequent interaction with a social network leads to the spread of the innovation throughout the network if the innovation is successful at resolving similar inadequacies in the models held by other network members (Tomasello 1999). The “spread” of innovations throughout a network is actually individual brains making similar cognitive adjustments after interactions with members of their social networks. Thus, culture can be shared, but only metaphorically and imperfectly (Handwerker 1989).

This view of culture is highly compatible with Gintis’s objectives. This decades-old tradition of scholarship based on the findings of cognitive science and centered around the collection of cultural data should be considered before the reinvention of the wheel.

The flight from reasoning in psychology
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Abstract: Psychological science can benefit from a theoretical unification with other social sciences. Social psychology in particular has gone...
through cycles of repression, denying itself the opportunity to see the calculating element in human interaction. A closer alignment with theories of evolution and theories of interpersonal (and intergroup) games would bring strategic reasoning back into the focus of research.

Gintis observes the incompatibility of the multitude of mini-paradigms in the social and behavioral sciences and judges this state of affairs to be scandalous. His argument is that if there are so many incompatible paradigms, many of them must be wrong. This may be so, but it does not represent the worst possible state of affairs as long as some of these paradigms are correct. If the many paradigms were replaced by a single one, and that one turned out to be false, the damage would be great indeed. To move toward a unification of the social and behavioral sciences, Gintis proposes a “take-the-best” heuristic that recombines paradigm fragments that have proven empirically useful and that are compatible with one another. This will not amount to a true scientific revolution sensu Kuhn (1962), because that would require an entirely new look at the whole field and an overthrow of the dearest theoretical assumptions across the board.

As a psychologist, I agree with Gintis’s claim that psychology must shed its distrust of reasoning, and especially strategic reasoning in social contexts. To avoid the topic of thinking is no way to resolve the rationality question. Every generation of psychologists seems to reclaim the irrelevance of reasoning using the tools of the day. First came the idea that if rats and pigeons can be trained to perform complex behaviors, parsimony demands that complex human behaviors be explained by animal learning models (Skinner 1971). Then came the idea that social behavior is “unbearably automatic” (Bargh & Chartrand 1999). Unbearable indeed. The idea that the higher reasoning can be dismissed because some critical behavior can be elicited in the laboratory without the participant’s awareness is the logical fallacy of affirming the consequent. Finally, the current rush toward neuro-science is yet another flight from reasoning (Kihlstrom 2006). Despite its undeniable scientific interest and importance, brain imagery can reveal only correlates of reasoning, not reasoning itself.

Why does reasoning have such a bad name in psychology? One consideration is that strategic reasoning implies the ability to outthink and deceive others. The capacity of research participants to be one step ahead mentally is always a concern in the laboratory. To allay this concern, experimenters seek ways to circumvent strategic reasoning, and then mistake what is left for the whole of psychology. A related consideration is a common misunderstanding of the relationship between determinism and human choice. The point of strategic reasoning is to be unpredictable when so desired. Yet, when determinism is taken to entail predictability, unpredictable behavior seems undetermined, and therefore either random or “freely willed.” The implication of free will and the reference to intentions or desires seems like a throwback to Aristotelian thinking, according to which the apple falls to the ground because it wants to.

I believe these worries are ill-founded. Even in a fully deterministic world, strategic reasoning can occur. Perhaps such reasoning is unpredictable in principle, much like the nonlinear mathematics of chaos theory, or it is just sufficiently unpredictable by those con specifics it is designed to deceive. If it is the latter, its purpose is served, and we can get on with the task of modeling it. Likewise, intentions need not be mere by-products created by brains that are really only in the business of generating behavior (Krueger 2003). Recent advances in neuroscience show that tetraplegics can be fitted with prosthetic devices that receive neural signals associated with conscious intentions and translate them into motor behavior (Hochberg et al. 2005).

In his effort to build a comprehensive “model of individual human behavior,” Gintis has surprisingly little to say about how strategic reasoning can retake center stage. As he notes, however, the study of “rationalizability” is one place to begin. True, with enough assumptions, almost any behavior may come to appear reasonable. What is needed is a compass that helps chart a course between unprincipled post hoc rationalization and the equally barren strategy of demonstrating irrationality with experimental designs that equate any significant finding with the presence of a bias or an error (Krueger 1998).

Many social-psychological phenomena that presumably illustrate the fallibility of social behavior and cognition can be rationalized with the tools of decision analysis or game theory. To illustrate, consider the classic finding of bystander apathy (Darley & Latané 1968). The more potential helpers there are, the less likely is an individual to assist a person in need. Orthodox social-psychological analysis focuses on victims facing life-and-death emergencies and bystanders who have little to lose by helping. However, a full model requires the bystanders’ costs and benefits, as well as the number of bystanders, to be variables.

Game theorists have derived precise predictions for behavior in the volunteer dilemma. A person caught in this dilemma hopes that others will bear the cost of intervening, but would intervene herself if she knew that no one else would. According to one solution (Diekmann 1985), a bystander will help with a probability of

\[ 1 - \left( 1 - \frac{1}{N} + \frac{1}{N-1} \right)^{1/(N-1)} \]

Notice that this probability becomes smaller as the cost of helping, \( c \), or the group size of bystanders, \( N \), increases, and as the benefit to the helper, \( b \), decreases. This is a mixed-motive solution that maximizes the expected value for the bystander. Incidentally, this solution also predicts Darley and Latané’s (1968) finding that a victim becomes slightly more likely to receive aid from someone as the group becomes larger.

Other classic and contemporary findings can be rationalized along similar lines. Gintis’s emphasis on the evolutionary rationality of conformity and imitation is another good example. Although the reorientation of the social and behavioral sciences proposed by Gintis may not (yet) amount to a Kuhnian revolution, it may turn out to be a decisive first step to overcome disciplinarian parochialism. We can begin today by reading – at least from time to time – one another’s journals.

The limitations of unification
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Abstract: There are two roadblocks to using game theory as a unified theory of the behavioral sciences. First, there may not be a single explanatory framework suitable for explaining psychological processing. Second, even if there is such a framework, game theory is too limited, because it focuses selectively on decision making to the exclusion of other crucial cognitive processes.

Can the behavioral sciences be unified? The target article suggests that it is critical to develop a single theoretical framework that can be used to explain phenomena across the behavioral sciences and to develop new questions. The article
correctly notes that when any science defines its theoretical constructs narrowly with respect to particular phenomena, it may miss key generalizations across situations. Chemistry would be limited indeed if it had separate theories for each element. Within psychology, there has often been a tendency to define psychological processes with respect to particular experimental tasks (e.g., attention, categorization, decision making) and to develop separate theories for each (Uttal 2001). Therefore, the call to look across phenomena to develop key principles for understanding behavior is a welcome one.

Despite my general enthusiasm for taking a broad view of behavioral phenomena, I address two concerns in this commentary. First, are there likely to be a small number of unifying theories for the behavioral sciences? Second, to what degree is game theory a good candidate for a unifying theory?

How many theories? Theories are powerful things. They determine the questions that scientists find interesting to answer and the types of data that scientists collect. Therefore, a theory chosen to unify a set of disciplines must match the phenomena being studied if it is to be useful. The target article argues, for example, that the lack of a unifying theory in the behavioral sciences lowers the credibility of the sciences. In the Middle Ages, however, the alchemists had a unifying theory that merged physical and spiritual issues. In retrospect, that theory was not credible, because the physical and spiritual do not have a common cause.

It is an empirical question whether there is sufficient causal similarity in the explanatory factors across disciplines in the behavioral sciences to warrant a small number of unifying theoretical frameworks. Unlike the objects of study of physics and chemistry, behavior is a result of a long series of adaptations. As the target article points out, some of the functions of mind are rooted in evolutionary adaptations to particular environments, but others result from a long coevolution of the human organism and human culture.

This combination of evolution and culture has likely programmed humans with many different and distinct mechanisms that enable complex behaviors. At this stage, it is not clear that a single framework can be developed that will encompass all of these functions. To demonstrate, I consider a few of the limitations of game theory.

Game theory as a unifying framework. The target article assumes that decision making is the core of psychological processing. This assumption is critical for the use of game theory as a unifying theory. At one level, it is possible to view human behavior as a set of choices, because any behavior by an individual or group is one of many behaviors that could have been carried out, and the selection of a particular behavior can be modeled as a choice.

However, this view of behavior will serve to illuminate key questions only for behaviors that relate explicitly to choice. In cases in which people are not explicitly choosing, game theory might be consistent with behavior, but it will not explain how that behavior comes to be. To the extent that a science cares about individual behavior, it will have to have theories that unify only those psychological processes that have a common basis.

As one example, the cultural transmission of information takes place via communication processes that do not seem obviously explicable within game theory. The target article recognizes this gap and draws on the notion of a “meme” in an attempt to relate communication to evolution (Dawkins 1976). The concept of a meme is an interesting metaphor for communication drawn from evolutionary theory, but it is hardly a viable theory of cultural transmission of ideas (Aturan 2001). At best, it describes some factors that lead ideas to be preserved from one individual to another. A theory of linguistic and nonlinguistic communication will be an integral part of

theories in disciplines including psychology, communications, education, and anthropology.

As a second example, theories of behavioral science have to take the concept of mental representation seriously (Markman 1999). What people are able to represent about their environment determines what can be communicated via culture (Medin & Aturan 2004). Furthermore, the representations people form affect their ability to satisfy their basic needs, including obtaining food and recognizing other members of their species (Hirschfeld 1996). Game theory assumes that people have mental representations, but it does not provide significant constraints on the nature of those representations. Because questions of mental representation do not fall naturally out of formulations of game theory, research driven by this framework is likely to gloss over issues of representation.

I close this commentary with an analogy: Human cognition may be more like computer programming than it is like physics or chemistry. A successful computer program is one that works. Although there are guidelines for how to write programs, and endless debates over what programming languages are best, there is no unified theory of programming (Hayes 2006). What will work best depends on the computing environment, the problem to be solved, the available hardware, and the other programs with which a particular piece of software must integrate. Similarly, human cognition is a collection of routines. Some of these are based on the biological niche occupied by humans and human forebears. Some are the result of culture. Some are the result of learning by individuals as a result of life experience. Theories of human behavior must recognize the diversity of functions that the cognitive system supports. As the target article assumes, decision making is crucial to survival. It is not the sole cognitive function, however, and cannot serve single-handedly as a unifying framework across all of the behavioral sciences.

Probabilistic equilibria for evolutionarily stable strategies
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Abstract: This commentary suggests that an equilibrium framework may be retained, in an evolutionary model such as Gintis’s and with more satisfactory results, if rationality is relaxed in a slightly different way than he proposes: that is, if decisions are assumed to be related to rewards probabilistically, rather than with certainty. This relaxed concept of rationality gives rise to probabilistic equilibria.

Gintis’s target article concedes that the rational-action core of game theory will be a difficulty for many scholars. On the whole, Gintis’s strategy is to introduce beliefs as an autonomous factor in decisions along with preferences and constraints, and to suggest that well-known empirical anomalies in rational action theory can be isolated as errors in beliefs. Gintis goes further in relaxing the rational-action model, suggesting that Nash equilibrium is too narrow and that the broader game-theoretic concept of rationalizability is sufficient for his purposes. However, there is a difficulty here that suggests a logical inconsistency, in that no evolutionarily stable strategy, a central concept in evolutionary game theory, is a Nash equilibrium that satisfies some other conditions, as well. Rationalizability is applicable to one-off play in which there is no repetition or learning, whereas evolutionary game theory is largely based on models of repeated matching and can be a model of social learning.
This comment suggests that the equilibrium framework may be retained, with far more realistic results, if rationality is relaxed in a slightly different way: that is, if decisions are assumed to be related to rewards probabilistically, rather than with certainty. This relaxed concept of rationality gives rise to probabilistic equilibria (e.g., Chen et al. 1997; McKelvey & Palfrey 1995).

Suppose that an agent is to choose between two courses of action, A and B, where B pays zero and the payoff to A varies from \(-4\) to \(+4\). Suppose then that the probability that the agent will choose strategy \(i = A, B\) is given by \(P_i = Y_i^{\theta}/\sum Y_j^{\theta}\) where \(Y_j\) is the payoff to strategy \(j\). Then the probability that \(i\) is chosen increases with the relative payoff \(Y_i\). This is shown in Figure 1 for several values of the exponent. As Figure 1 suggests, the exponent \(\theta\) can be thought of as an index of relative rationality, in that the choice of the higher-payoff strategy is more probable, on the whole, when \(\theta\) is larger.

If we consider a game-like interaction between two or more agents, each must consider the strategy choice of the other as a probability distribution and base his own choice of strategies on the expected values of payoffs from his own strategies. A probabilistic equilibrium then is a set of probability distributions over strategy choices that are mutually consistent in that each is an approximately best response to the other. Consider, in particular, the small centipede game shown in Figure 2. This game can also be represented in normal form, using the contingent strategies shown in Table 1. We can compute a probabilistic equilibrium for this game by numerical methods (McCain 2003). Assuming a value for \(\theta\) of 2 (Anderson et al. 2004, p. 1044) and computing a probabilistic equilibrium based on the strategies in Table 1, we obtain the probabilities for the nine possible strategy combinations as shown in Table 2. Note that the probability of a simple noncooperative equilibrium is about 65% in this example.

Gintis stresses the importance of non-self-regarding motives. Although there is little precedent in the literature, it is quite simple in principle to introduce non-self-regarding motives into a probabilistic equilibrium model. We need not be concerned whether a non-self-regarding act generates a “warm feeling” that increases the person’s utility or not, nor whether people are in some ultimate sense self-interested even when their actions are non-self-regarding. We simply posit that the probability of choosing a strategy is influenced by some non-self-regarding considerations as well as the payoffs.

To continue with the example of the centipede game, suppose motives of reciprocity influence the probabilities of strategies in this case. To represent reciprocity we need some reference values, so that (for example) when an agent’s payoff is less than the reference value he retaliates (negative reciprocity), and conversely. As Gintis stresses, these reference values may depend on social norms, but it is possible by

![Figure 1 (McCain). Probability of the choice of strategy A.](image1)

![Figure 2 (McCain). A small centipede.](image2)
Gintis presents a framework for the behavioral sciences that is both rooted in evolutionary theory and based around the “rational actor,” or “beliefs, preferences, and constraints (BPC),” model of human decision making. We fully support many of Gintis’s aims and themes—specifically, his attempt to integrate the diverse behavioral sciences around a common framework, basing that framework in evolutionary theory (both biological and cultural) within a gene-culture coevolutionary perspective, and advocacy of the use of simple mathematical models to explain complex real-world behavioral phenomena.

Indeed, there are many parallels here with our own recent articles advocating integrating the social sciences around evolutionary theory (Mesoudi et al. 2004; 2006). We maintain that stronger parallels exist between biological and cultural evolution than generally recognized, and argue that the structural and theoretical bases of the social and behavioral sciences should be mutually consistent. As noted in Mesoudi et al. (2006), individual decision-making processes will have significant effects on cultural evolution; and as Gintis notes, culture—the body of knowledge, beliefs, attitudes, and norms that is acquired via social learning from conspecifics—will likewise have strong effects on individual decision making and behavior. However, we believe that there are opportunities to extend the specific framework proposed by Gintis, extensions that we regard as critical to the success of his venture. As it currently stands, we fear that only a minority of behavioral scientists would empathize with his stated objectives and methods.

First, although we welcome Gintis’s emphasis on evolutionary game theory, and agree that there is considerable potential for further use of this powerful method throughout the human sciences, we fear that exclusively focusing on this method may be counterproductive. We see no reason for him to limit himself to just a single theoretical technique when others—such as population genetic models (Boyd & Richerson 1985; Cavalli-Sforza & Feldman 1981; Laland et al. 1995), agent-based simulations (Axelrod 1997b; Epstein & Axtell 1996; Kohler & Gumerman 2000), stoichiometric models (Bentley et al. 2004; Neiman 1995; Shennan & Wilkinson 2001), and phylogenetic methods (Lipo et al. 2006; Mace & Holden 2005; O’Brien & Lyman 2003)—may be more suitable in other cases. Not all problems in the human sciences can be treated as games; many are not even frequency dependent. For example, reconstructing linguistic phylogenies using cladistic methods (Holden 2002) is a valuable evolutionary-inspired analysis of a problem not amenable to evolutionary game theory. Although game theory might be ideally suited to certain problems in economics or political science, it is more difficult to envisage its use in, say, neuroscience. (The link Gintis makes between strategic interactions and mirror neurons [sect. 8, para. 6] is speculative at best.)

Second, Gintis’s use of evolutionary reasoning at times appears somewhat empty and rhetorical, and we encourage him to elaborate on how he envisions researchers could use relevant biological knowledge. His proposals would benefit from the identification of the evolutionary processes responsible for the behavioral phenomena under discussion and the generation of clear predictions amenable to empirical testing, where such objectives are feasible. For example, Gintis argues that “the economist’s model of rational choice behavior must be qualified by a biological appreciation that preference consistency is the result of strong evolutionary forces” (sect. 12, para. 2), without specifying exactly what these forces are. Presumably he means some form of selection; but the selection pressures need to be atypically well-established to allow us to predict the exact preferences, beliefs, values, and behaviors that people will acquire and in what contexts. If the exercise is not sufficiently constrained by scientific knowledge, there is a danger that it could degenerate into the idle speculation and weak inferences characteristic of some modern evolutionary psychology (Laland & Brown 2002). Similarly, the statement “the ease with which diverse values can be internalized depends on human nature” (sect. 12, para. 2) fails to specify exactly what is meant by “human nature,” given that human behavior varies extensively over different times and in different contexts (Ehrlich 2000), and even unlearned predispositions may exhibit considerable variation within and between populations.

Third, we encourage further clarification and qualification of Gintis’s use of the phrase “cultural transmission.” Gintis seemingly overemphasizes conformist horizontal cultural transmission (“cultural transmission generally takes the form of
Selection of human prosocial behavior through partner choice by powerful individuals and institutions
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Abstract: Cultural group selection seems the only compelling explanation for the evolution of the uniquely human form of cooperation by large teams of unrelated individuals. Inspired by descriptions of sanctioning in mutualistic interactions between members of different species, I propose partner choice by powerful individuals or institutions as an alternative explanation for the evolution of behavior typical for “team players.”

I applaud Gintis for a brave and erudite attempt to unify the diverse and often contrasting approaches of the numerous scientific disciplines that meddle with human behavior. As a case in point, he presents an array of explanations for seemingly “irrational” or “fitness reducing” contributions towards public goods shared with unrelated individuals. Altruistic punishment, an essential element of “strong reciprocity,” seems Gintis’s favorite example of a strategy with an irrational flavor (sect. 10, para. 5).

Here and elsewhere (Bowles & Gintis 2004a; 2004b; Gintis 2000d), Gintis endorses explanations for the evolution of such behavior in humans at two levels: (1) “classical” individual selection in repeated interactions among dyads, and (2) gene-culture coevolution with an essential element of selection at the group level. I am sympathetic to this line of thought, but nevertheless propose more reflection on other forms of cooperation before deciding that phenomena or evolutionary mechanisms require unique explanations. Cooperation can be found in a breathtaking number of forms in a wide range of organisms (Bshary & Bronstein 2004; Sachs 2004). I concentrate on cooperation between members of different species (“mutualisms,” in ecological jargon), because here we also find both unrelated partners and multiple players.

Gintis points at the stabilizing effect of “punishment” in cooperating human groups (sect. 10, para. 6). This reminds of a mechanism called “sanctioning” (Denison 2000; Kiers et al. 2003). Typically large and long-living individuals of one species dispose of mechanisms that allow them to reject the least profitable partners among many small partners belonging to a species with a short generation time. Examples are interactions between yuccas and yucca-moths (James et al. 1994; Pellnov & Huth 1994) and between various plants and mycorrhizal fungi (Kummel & Salant 2006) or rhizobia (Simms et al. 2006). Sanctioning is an extreme case of “partner choice,” which is a potent force of selection for cooperative behavior (Noé 2001).

There is an essential difference between punishment and sanctioning, however: selection for “selfish punishment” is favored when it changes the behavior of the punished to the benefit of the punisher. The same is true for “altruistic punishment,” except that the benefit is shared by all members of the punisher’s group, whereas the punisher ends up with a net cost. Punishing only pays because the punished individual is likely to interact with the punisher and/or his group again. A plant sanctioning unprofitable partners will typically not interact with the rejected individuals again. By exiting its losses, the plant obtains indirect benefits, which makes sanctioning akin to getting rid of parasites. Strong selection on the sanctioned partners is a by-product of this self-regarding strategy. The punishment concept stresses effects on individual behavior over intervals ranging from seconds to lifetimes. The sanctioning literature emphasizes the selective effect on sanctioned species at evolutionary time scales. Punishment can have a selective effect, as well, albeit probably weak, through its effect on the fitness of punished individuals. Rejection of partners in favor of more profitable ones, in turn, can shape the partners’ behavior in favor of the chooser just like punishment, as long as the partners are not eliminated in the process.

Can plants sanctioning insects or fungi suggest explanations for the evolution of forms of cooperation that seem uniquely human? I concentrate on the selective force of partner choice, although selective pressure due to punishment should not be completely ignored either. A strong selective force exists when single powerful individuals (e.g., chiefs, kings, warlords, priests) or institutions (e.g., councils of elders) favor group members on the basis of their prosocial behavior. Such selection may take place during the formation of hunting parties, raiding teams, warfare, and the like. Partner choice can only be evolutionarily stable when it leads, as a rule, to an increase of fitness of both chooser and chosen. For example, the initiator of the hunt should be able to increase his individual returns by choosing the right hunters, and the participants should have higher benefits than those excluded from the hunt. This mechanism can contribute to the selection of altruistic behavior relevant to the production of public goods when partners are chosen on the basis of characteristics that make them good team players rather than good hunters per se: loyalty to the team, willingness to back up failing teammates, fairness in sharing, and so on. A recent study found that such traits are still highly relevant in modern societies: “Being a team player is of paramount importance in the workplace,
Considering cooperation: Empiricism as a foundation for unifying the behavioral sciences
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Abstract: Economics and evolutionary biology share a long history of interaction and parallel development. This pattern persists with regard to how the two fields address the issues of selfishness and cooperation. The recent renewed emphasis on empiricism in both fields provides a solid foundation on which to build a truly scientific unification of the behavioral sciences.

I applaud the goal of unifying the behavioral sciences. In considering what form such a unification should take, I will expand on an issue raised by the target article: the roles of empirical evidence and of long-established “models” or assumptions. In particular, the proposed unification should accommodate and extend recent parallel developments in how biologists and social scientists approach the issue of selfishness and cooperation, which is a central issue in both fields.

Apparently independently, both the social sciences and evolutionary biology have historically developed a strong assumption, verging on an ideological commitment, to the idea that all behaviors are fundamentally self-regarding. This assumption has been labeled by Henrich et al. (2005) as the "selfishness axiom." In recent years, however, there have been moves in both fields toward reconsidering this stance, based not on a priori assumptions or ideological commitments but instead on empirical evidence. These changes are very welcome, because they reaffirm the empiricism that lies at the core of all true science. Intentionally pursuing and expanding this return to empiricism, especially in approaching controversial topics, will provide a sound foundation on which to build the proposed unification of the behavioral sciences.

There is a long history of interaction, cross-fertilization, and parallel development between the fields of economics and evolutionary biology. If, as Gintis suggests, evolution is to provide a basic organizing principle for the behavioral sciences, recent parallel developments in economics and evolutionary biology are especially salient. What Henrich et al. (2005) call the "selfishness axiom" has long been a canonical model of human behavior for the social sciences. As Gintis notes, the idea that human nature is essentially selfish has also been touted as a central implication of Darwinian evolution. Because the theory of natural selection is based on competition for survival and reproduction, it has long been assumed that evolution through natural selection could only lead to selfish traits and behaviors. Similarly to the situation in behavioral sciences and especially economics, over the years this assumption ossified into something approaching an ideological commitment. This stands in marked contrast to Darwin's own approach, which always stressed the primacy of empiricism. Darwin (1859) anticipated Karl Popper's (1959) emphasis on falsifiability when he boldly stated, "If it could be proved that any part of the structure of any one species had been formed for the exclusive good of another species, it would annihilate my theory, for such could not have been produced through natural selection." (Darwin 1859/1966, p. 201, emphasis added).

Darwin's focus here on species rather than individuals is rather outmoded now, and the current version of the biological selfishness axiom is closer to that expressed by Williams: "It should be possible to show that every adaptation is calculated to maximize the reproductive success of the individual, relative to other individuals, regardless of what effect this maximization has on the population" (Williams 1966, p. 160).

In biology, the selfishness axiom is based mostly on an appeal to intuition rather than on a rigorous and complete analysis, and more recent work has shown it to be somewhat oversimplified (Keller 1999, Sober & Wilson 1998; Wilson 2004). Nonetheless, when it was challenged in an even less rigorous way by Wynne-Edwards (1962), evolutionary biologists responded not merely with appeals to empiricism or to theory, but also with what amounted to a cultural taboo on the ideas of group-level selection and adaptation that Wynne-Edwards had espoused (Sober & Wilson 1998). The economics version of the "selfishness axiom" seems to have as little, or less, theoretical basis as the biological version, but rather to have arisen mostly as a cultural norm among economists.

The most unfortunate parallel between the two fields is that in each, poorly founded assumptions came to constrain empirical work by dictating that certain questions were uninteresting because the answers were already "known," or rather, assumed. It is encouraging that in both fields renegade workers have begun to ask unconventional questions and to receive unexpected answers, allowing the hypothesis-testing process of science to resume. As Gintis notes, recent experimental work by social scientists has shown that humans often behave in ways that have been traditionally denied in biology and economics. Indeed, the canonical model of Homo economicus now appears to have no known instantiation in any real human culture (Henrich et al. 2005).

In biology, key empirical breakthroughs have revealed that what we now recognize as (selfish) individual organisms originated as intensely and elaborately cooperative collectives. Proposed examples of such "transitions in individuality" include the origin of genomes and cells from replicating macromolecules (Eigen & Schuster 1977; Rohlffing & Oparrin 1972); the origin of nucleated eukaryotic cells from bacterial associations (Margulis 1970); and the origin of multicellular organisms from single cells (Buss 1987). Now that we are aware of the enormous potential for ongoing cooperation among organisms, both among cells (Buss 1987) and among genes (Burt & Trivers 2006; Hurd et al. 1996), the very existence of organisms that are well-integrated enough...
The integrative framework for the behavioural sciences has already been discovered, and it is the adaptationist approach
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Abstract: The adaptationist framework is necessary and sufficient for unifying the social and natural sciences. Gintis’s “beliefs, preferences, and constraints” (BPC) model compares unfavorably to this framework because it lacks criteria for determining special design, incorrectly assumes that standard evolutionary theory predicts individual rationality maximisation, does not adequately recognize the impact of psychological mechanisms on culture, and is mute on the behavioural implications of intragenomic conflict.

The unification of the behavioural sciences, and their integration with the rest of natural science, is currently taking place within a neo-Darwinian framework which views all organisms as bundles of adaptations (Tooby & Cosmides 1992). Gintis’s “beliefs, preferences, and constraints” model (BPC) provides no convincing arguments for why it is a meaningful addition to the existing framework. Below we summarize why the existing framework is a necessary and sufficient one for unifying the disciplines.

An adaptation is a phenotypic device that was designed by selection to allow its encoding genes to outbreed genes for rival devices. As the fundamental organisational principle of organismal tissue, adaptation is as indispensable to understanding human behaviour as it is to understanding any organisinal trait. This does not mean, of course, that all traits are adaptations, but rather that, in order to understand organisinal design, one must determine whether particular traits are adaptations, by-products of adaptations, or random noise. In order to establish that a trait is an adaptation, there must be evidence of special design (Williams 1966): that is, evidence that the trait was designed by selection for the specific purpose of solving a particular (set of) problem(s). Because BPC does not include criteria for testing the existence of special design, it is often unable to determine whether a trait is an adaptation or not.

For example, Gintis notes that subjects in economic games often violate the predictions of traditional economic theory, and he concludes that their behaviour evidences an evolutionary process that favoured those who consistently behaved in individually fitness-damaging ways. However, people engage in many kinds of apparently fitness-damaging behaviours in novel environments (including experimental economic laboratories), and the observation of such behaviour is not a sufficient basis on which to conclude that the behaviour evolved for the purpose of producing a fitness-damaging outcome. It is as if, upon observing that many men spend significant time and money consuming pornography, thereby irrationally foregoing real mating opportunities, one were to conclude that a “preference” for pornography is the product of selection for fitness-damaging behaviour. However, pornography’s popularity is more likely a result of semi-autonomous psychological mechanisms that evolved in a pornography-free world. Because there is no evidence that these mechanisms were specially designed for pornography, pornography’s popularity is not evidence of selection for individually fitness-damaging behaviour.

Because BPC does not recognize that adaptations are not necessarily predicted to produce adaptive outcomes in novel environments, it overestimates the degree to which evolutionary theory predicts behaviour that maximizes fitness and/or utility. The psychological mechanisms governing behaviour are conditional decision-rules that respond to specific environmental information by producing specific psychological and behavioural outcomes. Therefore, evolutionary theory casts individuals as “adaptation executers,” not “rational choosers” or “fitness maximisers” (Tooby & Cosmides 1992). This framework can, in principle, explain individual performance on a range of decision tasks; it can explain why people are good at reasoning about some problems and not others, why they make particular kinds of systematic mistakes, and so on. However, Gintis regards evolutionary psychology as predicting that individuals are rational actors who choose the available course of action that they expect will maximise their fitness. Therefore, according to Gintis, irrationality presents a problem for evolutionary theory, one that BPC attempts to solve by incorporating a host of ad hoc – albeit well-measured – anomalies, constraints, preferences, and biases.

BPC explains cultural transmission in terms of psychological mechanisms for various forms of imitation (prestige-biased, popularity-related, etc.), and this appears to be an effort to ground cultural evolution in genetic/brain evolution. Although we endorse this effort, the ways in which psychological mechanisms generate and embrace/reject cultural characteristics are far richer than can be captured by an emphasis on general-purpose imitation mechanisms alone. Differences in cultural evolutionary trajectories are largely the products of psychological mechanisms responding to different environments. For example, in an environment offering many benefits from group cooperation (one characterized by large game, coalitional conflict, etc.), psychological adaptations for cooperation may be deployed more often than in an environment offering few such benefits, and the environment offering more benefits may therefore elicit a more cooperative culture. In both cultures, certain specialized imitation mechanisms may indeed help individuals learn how to behave; however, an emphasis on imitation alone would overlook the psychological mechanisms that determined each culture’s orientation in the first place. Moreover, a more useful theory of, say, prestige-biased imitation would illuminate not just the potential benefits of imitating successful individuals, but also the potential costs (for example, if a subordinate acts as if he or she has as much power as a dominant individual, this may anger the dominant individual). BPC’s ability to predict sophisticated imitation processes is also limited by its failure to recognize the potential importance of intragenomic conflict in decision-making and social behaviour (Haig 2000). A focus on strategic genes influencing the design of psychological mechanisms helps elucidate why imitating a model individual may have differential costs to matrilineal versus patrilineal inclusive fitness (Brown 2001; Trivers 2000). Indeed, BPC is predictively mute on all forms of intragenomic conflict, and therefore on how individual preferences may conflict and/or be suppressed by rival psychological mechanisms (e.g., see Haig [2003] on intrapersonal reciprocity). This suggests that BPC is not up to the task of unifying the social and natural sciences, especially in contexts of intragenomic conflict.

In conclusion, we favour increased integration among the behavioural sciences. However, BPC would be inhibited in.
achieving this goal, and in achieving the more ambitious and productive goal of integrating the social and natural sciences, because it does not identify the modern theory of adaptation by natural selection as the core integrating principle. Integration would be better accomplished by the non-zoocentric adaptationist framework that already exists (Darwin 1859; Haig 2003; Hamilton 1964; Tooby & Cosmides 1982, 1971; 1972; 1974; Williams 1966), and it is not clear that BPC contributes to the progress that this framework continues to make.

**Information processing as one key for a unification?**
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**Abstract:** The human information-acquisition process is one of the unifying mechanisms of the behavioral sciences. Three examples (from psychology, neuroscience, and political science) demonstrate that through inspection of this process, better understanding and hence more powerful models of human behavior can be built. The target method for this – process tracing – could serve as a central player in this building process of a unified framework.

The unification of different scientific disciplines such as economics, biology, psychology, and political science under the rubric of the “behavioral sciences” can ultimately provide a better understanding of human beings’ cognition, behavior, and interactions. Based on Gintis’s framework in the target article, questions would be asked differently, and their answers would have a broader impact. Such a unification demands the rethinking of theoretical and methodological issues in each of the affected disciplines. In this commentary I argue that the detailed inspection of the human information-acquisition process in different disciplines helps in building such a framework. In particular, process tracing can serve as a central method in this endeavor.

**Process tracing** has been primarily studied in the psychology of decision making (Ford et al. 1989) and uses different methods for recording what information is attended to and when that attention occurs and shifts. Thinking aloud, eye tracking, protocol analysis, and information boards are common methods. They rest on the assumption that the recorded information-acquisition steps resemble closely cognitive processes within the human brain. A substantial body of evidence (Harte et al. 1994; Payne et al. 1993; Russo 1978; Schkade & Johnson 1989) has been developed over the last 20 years to support this claim. Here I will highlight three examples from different domains to show how process tracing methods have been used and what benefits arise in comparison to more traditional input-output models.

The first example uses an information board approach to find underlying patterns in information acquisition when simple gambles are used. Brandstätter et al. (2006) suggested a simple descriptive model of people making decisions between two gambles (with two and five outcomes). This method, called the Priority Heuristic (PH), sets the focus (for two-outcome gambles, in decreasing order) on the minimum gain, probability of the minimum gain, and the maximum gain. Using the PH, the authors predicted choices given the use of the heuristic, and prescribed in detail the sequence in which the different items should be accessed. Johnson et al. (under review) compared the process steps of the PH with their observed usage in a process tracing study using the same gambles. It becomes clear when the data of this study are inspected that there are some predictions of PH actually met in the process data; for example, more attention is set to gains in a first reading phase than to probabilities. However, there are several predictions which do not hold when the process level is examined. One of the stronger predictions PH makes is that there should be no transitions between gains and their corresponding probabilities. However, in the Johnson et al. data, this is the most frequent transition found across the different gambles and can be interpreted as integration of the gain-probability pairs into an expected value.

The second example brings us into the domain of neuroscience. Fellows (2006) used an information board approach to identify differences in information-acquisition strategies in a group of participants with damage in the ventromedial frontal lobe (VFL) in comparison with a healthy group (as well as with a frontal lobe–damaged group where the VFL was still intact). Strong differences between the VFL and the control groups were found in terms of which strategy was used to gather information. Generally, a preference for attribute-based search strategies was found. In the VFL group, a different pattern, with dominating search in alternative-based order, resulted. One important detail of this study is that the absolute amount of information and the time taken to come to a decision were the same in both groups – nevertheless, the underlying strategy in information acquisition differed strongly.

The third example demonstrates the usage of process tracing techniques in the political sciences. Redlawsk (2004) examined the information search process of voters in an election experiment. Because of the dynamic structure such an environment has, a modified version of an information board study was used. In this dynamic information board, cell content is updated during the information search process. This means that the participant has to make two decisions – first, which information is of interest and, second, when is the right time to access certain information. Redlawsk compared a static information board with a dynamic one and found a switch from compensatory to non-compensatory strategies with an increase in complexity. Additionally, more information was acquired for the finally chosen candidate in comparison to the rejected one. Both findings will not surprise scientists working with process tracing, because they are well documented in many studies in this field. The lesson from this study is the applicability of the method in a very different domain than is generally used in decision-making studies – the domain of political science and policy building.

The points I want to make with these examples are twofold. First, the three studies show that despite the different perspectives on human behavior, at least some approaches in psychology, neuroscience, and political science use the same methods to gather insights into human information acquisition. However, the adaptation of new methodologies from other areas often takes a long time, and one should be aware that the cited studies (despite their quite recent publication dates) refer to methods that have existed in psychology for more than 20 years.

The second point is that better models of decisions can be built when the input-output level is left and the process actually happening during the information-acquisition phase of a decision is examined. Put simply, process models of human decision making require process data. Using process methods, we can learn when and where the participant sets her focus in her information search through the timing and number of acquisitions of particular information items. As such, we can get closer to understanding processes in the brain when we observe transitions between information items. All of this information would be unavailable if the level of data collection were confined to only the responses of the participants – that is, to their final choices. The wealth of information participants emit when thinking and deciding is valuable, and perhaps critical, in developing unified models in all of the behavioral sciences.
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More obstacles on the road to unification
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Abstract: The synthesis proposed by Gintis is valuable but insufficient. Greater consideration must be given to epistemological diversity within the behavioral sciences, to incorporating historical contingency and institutional constraints on decision-making, and to vigorously testing deductive models of human behavior in real-world contexts.

The ambition of the vision and the scope of knowledge found in the target article put one in mind of the Enlightenment philosophers. Many of my colleagues in the social sciences would view this as hubris, but I applaud Gintis’s effort. Indeed, after a long period of divergence and specialization, scholarship on human behavior appears to be undergoing a period of cross-fertilization and synthesis on a scale not seen since the salons of Britain and France two and a half centuries ago. As Gintis argues, evolutionary theory, in both its biological and game-theoretical forms, is playing a crucial role in this exciting process. Gintis and his colleagues (Sam Bowles, Rob Boyd, Ernst Fehr, among others) are leading figures in this reinvigoration of the Enlightenment project, and have been inspirational to me.

However, there are perhaps greater constraints on the unification of the behavioral sciences than acknowledged in the target article. First, there are significant epistemological divides. Hypothetico-deductive methods reign in economics, and among researchers guided by evolutionary biology (e.g., behavioral ecologists, cultural transmission theorists). But elsewhere in the behavioral sciences this approach is seen as limited or even inappropriate; that is certainly the case among the majority of my colleagues in anthropology. The game-theoretical and optimization tools that Gintis sees as the key to unification are alien to or mistrusted by many behavioral scientists, who adhere to a more empiricist and particularist tradition.

Second, in at least the social science end of the behavioral sciences, historical contingency and institutional constraint are primary foci of analysis and causal explanation; yet these appear to play a minor role in the vision of the behavioral sciences found in the target article. To be sure, historical contingency is central to Darwinian understandings of diversity, and path dependence is a well-known feature of game-theoretical dynamics. Hence, there is no fundamental problem with bringing it within the orbit of a synthetic biocultural framework for analysis of human behavioral diversity. Similarly, institutions (and their close kin, norms) can in principle be understood as the accreted outcomes of past individual and collective decisions, which then act as constraints (in the beliefs, preferences, and constraints [BPC] framework) on present and future decisions. But it is one thing to acknowledge these factors and have an in-principle way of incorporating them into the analytical framework; it is quite another to make them the central object of analysis.

The gap between these two is, I am afraid, a major obstacle in the unification of the behavioral sciences.

Finally, the clarity of formal theory is indispensable, and sorely lacking in many areas of the behavioral sciences. But the most beautiful theories are often wrong or of trivial real-world importance; careful empirical research is absolutely essential to building good theory. Here, I do think Gintis’s disciplinary background in economics and decision theory limits his synthesis somewhat. In particular, I find the stress on experimental analysis of strategic decision-making too narrow. Experimental findings remain ambiguous guides to understanding “real life” (naturalistic behavior). As noted in the target article, humans are tested in the laboratory under conditions differing radically from real life. Although it is important to know how humans choose in such situations, . . . there is certainly no guarantee they will make the same choices in the real-life situation and in the situation analytically generated to represent it. (sect. 4, para. 6)

Exactly; that is why field studies of human behavior in real-world social and environmental settings, guided by the best theories at hand, are essential. In such studies, the ethnographic methods developed by anthropologists, and the observational methods developed by behavioral ecologists, are crucial for testing and refining the general theories discussed in the target article and elsewhere (Winterhalder & Smith 2000).

None of these roadblocks to unification is insurmountable, and I am sure that to one degree or another Gintis recognizes them and has thought about ways of circumventing them. Perhaps the difference is that, as an anthropologist rather than an economist or game theorist, these issues loom larger in my view of the behavioral sciences and the potential for unification of the same. However, I do believe that the agenda sketched by the target article is both coherent and powerful. The obstacles to unification that I have delineated are interrelated, and to a large extent tackling any one of them helps address the others. In particular, to the extent that the theory and methods advocated in the target article generate vigorous and empirically successful explanations of real-world ethnographic and historical phenomena, resistance to unification will wither and deeper cross-disciplinary understanding will flourish.

The psychology of decision making in a unified behavioral science
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Abstract: The cognitive psychology of judgment and decision making helps to elaborate Gintis’s unified view of the behavioral sciences by highlighting the fact that decisions result from multiple systems in the mind. It also adds to the unified view the idea that the potential to self-critique preference structures is a unique feature of human cognition.

Gintis is right that psychology has largely missed the insight that decision making is the central brain function in humans. He is right again that his unification of the behavioral sciences through an ingenious synthesis of concepts from evolutionary theory and game theory could help greatly to drive this insight home. Putting aside the past sins of the discipline though, I think that psychology can add detail to the unified theoretical structure that Gintis lays out with such skill.

The juncture where the unified view needs elaboration is explicitly pointed to by Gintis—it is the juncture in our ecology where the behavioral consequences of the modern world differ from those of the environment of evolutionary adaptation (EEA). As Gintis notes, the BPC model is based on the premise that choices are consistent, not that choices are highly correlated with welfare. . . . [F]itness cannot be equated with well-being in any creature. Humans, in particular, live in an environment so dramatically different from that in which our preferences evolved that it seems to be miraculous that we are as capable as we are of achieving high levels of individual well-being. . . . [O]ur preference predispositions have not “caught up” with our current environment. (sect. 9.2, para. 7)

A role for psychology in the unified view is that of emphasizing that mismatches between the modern environment and the
EAA necessitate a distinction between subpersonal and personal optimization (Stanovich 2004). A behavior that is adaptive in the evolutionary sense is not necessarily instrumentally rational for the organism (Cooper 1989; Skyrms 1996; Stein 1996; Stich 1990). We must be clear when we are talking about fitness maximization at the subpersonal genetic level in the EEA and utility maximization at the personal level in the modern world. In short, our conceptions of rationality must be kept consistent with the entity whose optimization is at issue.

Distinguishing optimization in the EEA from instrumental rationality for a person in a modern environment opens the way for a constructive synthesis of the unified theoretical view of the target article with the research on anomalies and biases in the judgment and decision-making literature of cognitive psychology and behavioral economics (Samuels & Stich 2004; Stanovich 1999; 2004). The processes that generate the biases (shown not just in the laboratory but in real modern life, as well; see Camerer et al. 2004; Dunning et al. 2004; Hilton 2003) may actually be optimal evolutionary adaptations, but they nonetheless might need to be overridden for instrumental rationality to be achieved in the modern world (Kahneman & Frederick 2002; 2005; Stanovich & West 2000).

Of course, talk of one set of cognitive processes being overridden by another highlights the relevance of multiple-process views in cognitive science, including the dual-process theories now enjoying a resurgence in psychology (Evans 2003; Kahneman & Frederick 2002; 2005; Sankey et al. 2006; Sloman 1996; Stanovich 1999; 2004) – theories that differentiate autonomous (quasi-modular) processing from capacity-demanding analytic processing. Such views capture a phenomenal aspect of human decision making that any unified view must at some point address – that humans in the modern world often feel alienated from their choices. The domains in which this is true are not limited to situations of intertemporal conflict. This alienation, although emotionally discomfiting, is actually a reflection of an aspect of analytic processing that can contribute to human welfare. Analytic processing supports so-called decoupling operations – the mental abilities that allow us to mark a belief as a hypothetical state of the world rather than a real one (e.g., Carruthers 2002; Cosmides & Tooby 2000; Dienes & Perner 1999; Evans & Over 2004; Jackendoff 1996). Decoupling abilities prevent our representations of the real world from becoming confused with representations of imaginary situations that we create on a temporary basis in order predict the effects of future actions. Thus, decoupling processes enable one to distance oneself from representations of the world so that they can be reflected upon and potentially improved. Decoupling abilities vary in their recursiveness and complexity. At a certain level of development, decoupling becomes used for so-called meta-representation – thinking about thinking itself (see Dennett 1984; Perner 1991; Whiten 2001). Meta-representation – the representation of one’s own representations – is what enables the self-critical stances that are a unique aspect of human cognition. Beliefs about how well we are forming beliefs become possible because of meta-representation, as does the ability to evaluate one’s own desires – to desire to desire differently (Frankfurt 1971; Jeffrey 1974; Velleman 1992).

Humans alone (see Povinelli & Bering 2002; Povinelli & Giambrone 2001) appear to be able to represent not only a model of the actual preference structure currently acted upon, but also a model of an idealized preference structure. So a human can say: I would prefer to prefer not to smoke. The second-order preference then becomes a motivational competitor for the first-order preference. The resulting conflict signals what Nozick (1993) terms a lack of rational integration in a preference structure. Such a mismatched first-order/second-order preference structure is one reason why humans are often less rational than bees are, in an axiomatic sense (see Stanovich 2004, pp. 243–47). This is because the struggle to achieve rational integration can destabilize first-order preferences in ways that make humans more prone to the context effects that lead to the violation of the basic axioms of utility theory. The struggle for rational integration is also what contributes to the feeling of alienation that people in the modern world often feel when contemplating the choices that they have made. People seek more than Human rationality. They seek a so-called broad rationality in which the content of beliefs and desires is critiqued and not accepted as given. That critique can conflict with the choice actually made. The conflict then can become a unique motivational force that spurs internal cognitive reform.

**Evolutionary psychology, ecological rationality, and the unification of the behavioral sciences**
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**Abstract:** For two decades, the integrated causal model of evolutionary psychology (EP) has constituted an interdisciplinary nucleus around which a single unified theoretical and empirical behavioral science has been crystallizing – while progressively resolving problems (such as defective logical and statistical reasoning) that bedevil Gintis’s beliefs, preferences, and constraints (BFC) framework. Although both frameworks are similar, EP is empirically better supported, theoretically richer, and offers deeper unification.

We applaud Gintis’s call for the unification of the behavioral sciences within an evolutionary framework and his objections to the parochialism and lack of seriousness that have allowed traditionalists to continue to embrace mutually incompatible models of individual human behavior. Curiously, however, Gintis comments that prior to his proposal the “last serious attempt at developing an analytical framework for the unification of the behavioral sciences was by Parsons and Shils (1951)” (target article, Note 2). Gintis’s proposal might be clearer if he had addressed evolutionary psychology (EP) as a fully formulated alternative framework (with a well-developed research tradition involving hundreds of scholars). Either Gintis thinks that the EP framework, with its core “integrated causal model” (Tooby & Cosmides 1992), is not “serious,” or the name “evolutionary psychology” misleads him into thinking it is only a branch of psychology rather than an encompassing framework for unifying the behavioral sciences (Cosmides et al. 1992; Tooby & Cosmides 1992).

Evolutionary psychology started with the same objections – to the mutual incompatibility of models across the behavioral sciences, and their inconsistency with evolutionary biology. It also started with the same ambition Gintis expresses – the eventual seamless theoretical unification of the behavioral sciences. Gintis says:

> Psychology could be the centerpiece of the human behavioral sciences by providing a general model of decision making for the other behavioral disciplines to use and elaborate for their various purposes. The field fails to hold this position because its core theories do not take the fitness-enhancing character of the human brain, its capacity to make effective decisions in complex environments, as central.

This exact rationale drove the founding of evolutionary psychology decades ago, but such statements sound time-warped in 2007, when countless researchers across every behavioral science
subfield both within and beyond psychology take the “the brain as a decision-making organ” and “the fitness-enhancing character of the human brain” as the central starting point for their research.

There is considerable convergence in the two frameworks (on culture, evolutionary game theory, etc.), but it is illuminating to examine where they diverge. For example, EP would consider evolutionary game theory an ultimate – not a proximate – theory. More importantly, EP rests on the recognition that in cause-and-effect terms, it is the information-processing structure of our evolved neurocomputational mechanisms that is actually responsible for determining decisions. This is because selection built neutral systems in order to function as computational decision-making devices. Accordingly, computational descriptions of these evolved programs (for exchange, kinship, coalitions, mating) are the genuine building blocks of behavioral science theories, because they specify their input-output relations in a scientific language that (unlike BPC) can track their operations precisely. For example, kin selection theory defines part of the adaptive problem posed by the existence of genetic relatives; precisely. For example, kin selection theory defines part of the adaptive problem posed by the existence of genetic relatives; but it is the architecture of the human kin detection and motivation system that controls real decision making, not an optimization function (Lieberman et al. 2007).

The design of these programs is *ecologically rational* (Cosmides & Tooby 2000) rather than classically rational either in Gintis’s BPC minimalist sense or in widely accepted stronger senses. Classically, decisions are considered irrational when they depart from some normative theory drawn from mathematics, logic, or decision theory (such as choice consistency, the propositional calculus, or probability theory). Departures are indeed ubiquitous (Kahneman et al. 1982). However, these normative theories were designed to have the broadest possible scope of application by stripping them of any contentful assumptions about the world that would limit their generality (e.g., p and q can stand for anything in the propositional calculus).

Natural selection is not inhibited by such motives, however, and would favor building special assumptions, innate content, and domain-specific problem-solving strategies into the proprietary logic of neural devices whenever this increases their power to solve adaptive problems. These special strategies can exploit the long-enduring, evolutionarily recurrent ecological structure of each problem domain by applying procedures special to that domain that are successful within the domain even if problematic beyond it. These decision-making enhancements are achieved at the cost of unleashing a diverse constellations of specialized rationalities whose principles are often irrational by classical normative standards but “better than rational” by selectionist criteria (Cosmides & Tooby 1994).

Research on the Wason task, for example, indicates that humans evolved a specialized logic of exchange that is distinct from “general” logic – and so produces “faulty” choices. Its scope is limited to exchange, and its primitives are not placeholders for any propositions p and q, but rather *rationed benefit* and *requirement*. It uses procedures whose success depends on assumptions that are true for the domain of exchanges, but not outside it. Because of this, it solves reasoning problems involving exchange that the propositional calculus cannot solve. Evidence indicates that this mechanism is evolved, reliably developing, species-specific, neurally dissociable, far better than general reasoning abilities in its domain, and specialized for reasoning about exchange (Cosmides & Tooby 2005). Indeed, economists might be interested in learning that the neural foundation of trade behavior is not general rationality, but rather, rests on an ecologically rational, proprietary logic evolutionarily specialized for this function. (For comparable analyses of the ecological rationality underlying Elsberg Paradox-like choices, and an evolutionary prospect theory to replace Kahneman and Tversky’s [1979] prospect theory, see Royle et al. [1999].)

The Theory of Mind (TOM) mechanism is a specialization that causes humans to interpret behavior in terms of unobservable mental entities – beliefs and desires (Baron-Cohen et al. 1985).

We think that the discipline of economics was built out of this seductive framework through its mathematical formalization, without awareness of the extrascientific reasons why its foundational primitives (beliefs, preferences) seem intuitively compelling while being scientifically misleading. Like BPC, TOM does not see the mind’s many mechanisms, resists seeing that many computational elements do not fractionate into either “beliefs” or “preferences,” and does not recognize that the “knowledge states” inhabiting these heterogeneous subsystems are often mutually inconsistent (Cosmides & Tooby 2000). The BPC framework is a partial, occasionally useful, ultimate theory of selection pressures that our evolved programs partly evolved to conform to. It is distant from any core model of individual behavior that could unify the behavioral sciences. For that, we need the progressively accumulating product of EP: maps of the computational procedures of the programs that constitute our evolved psychological architecture.

**Emotions, not just decision-making processes, are critical to an evolutionary model of human behavior**
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**Abstract:** An evolutionary model of human behavior should privilege emotions: essential, phylogenetically ancient behaviors that learning and decision making only subserve. Infants and non-mammals lack advanced cognitive powers but still survive. Decision making is only a means to emotional ends, which organize and prioritize behavior. The emotion of pride/shame, or dominance striving, bridges the social and biological sciences via internalization of cultural norms.

We agree wholeheartedly that evolutionary theory must serve as the basis for unifying the behavioral sciences. Other, specifically behavioral, theories apply only to some limited domain of behavior, such as personality, learning, cultural beliefs, or cognition. Another strength of Gintis’s model is his emphasis on neural mechanisms. However, when he focuses on decision-making, he commits the very same error of excluding essential categories of behavior.

If we step back and view behavior from an evolutionary standpoint, it becomes apparent that fitness-enhancing behaviors themselves, rather than decision-making or other cognitive processes, are paramount. Ultimately, selection can operate only on the behavioral consequences for the individual organism. All animals must execute some basic, essential behaviors, such as feeding, respiration, excretion, defense, temperature regulation, and reproduction. This is true even of protozoans, which lack learning and cognition. Only humans possess a cerebral cortex, seat of most behaviors of interest to Gintis.

Decision making in simple (but often very successful) animals is virtually absent. Behavior consists of responding automatically to releasers as they are encountered. Therefore, Gintis’s model would not apply to these animals, or to the stereotypical behaviors of more complex organisms, such as primates’ reflexes and facial expressions. Yet all these behaviors are already included in a model of behavior that is truly comparative and emphasizes naturally occurring behaviors – an ethological one.

A model of human behavior that does not easily integrate data from other species, risks excluding all the emerging information about our close genetic relationship to other species. It also risks ignoring the adaptive features of bodily systems that interact with the central nervous system, thus perpetuating the mind-body schism.

Commentary/Gintis: A framework for the unification of the behavioral sciences
Gintis’s model also neglects ontogeny. Tellingly, he states that the mainstays of his model, evolution and game theory, cover ultimate and proximate causation. But Tinbergen (1963) also included ontogeny and phylogeny in his four levels of behavioral explanation. Gintis’s model does not easily incorporate the behavior of infants and children, who have inchoate cognitive capacities and yet behave successfully enough to survive. Furthermore, the unity of development and its correspondence with phylogenetic adaptation must be addressed. This means being able to describe how an evolved system emerges from precursors and the processes by which it is transformed and reorganized over the life course to meet adaptational needs.

An ethological model gives prominence to behaviors with great phylogenetic stability, namely, motivated behaviors, or emotions. These essential, fitness-enhancing behaviors are guided, in complex organisms, by capacities for learning and cognition. But there is no adaptive value in learning or thinking unless it leads to adaptive behavior. First there was motivation, and only later, in some species, did cognition evolve to enhance the efficiency of motivated behaviors. Phylogenetically, the limbic system, which mediates motivation and emotion, preceded the cortex. Even in humans, the limbic system sends more outputs to the cortex than it receives from it. The cortex is often said to be the servant of the hypothalamus (Wilson 1975).

A model of human behavior that revolves around the emotions would provide a framework for incorporating most essential aspects of behavior. Hunger, thirst, sexual feelings, tactile feelings, tasting, smelling, fatigue, drowsiness, anger, fear, pride and shame, love and loneliness, boredom and interest, and humor appreciation – these are universal affects that prompt our essential adaptive behaviors and have deep phylogenetic roots (Panksepp 1998). They can serve as unifying concepts for many disciplines in the sciences and humanities. Such a model would include the internal as well as external elicitors of affect, the overt behavior that the affect prompts, and the emotional expressions and visceral adjustments that accompany many emotions.

Such a model could incorporate age and sex differences in emotional behavior. The emotions change across the life span. For example, infants possess a sucking drive and a desire for rhythmic vestibular stimulation of the sort experienced when being carried. The sex drive appears at puberty. Various emotions may differ quantitatively between men and women. Emotional pathologies such as depression and conduct disorder vary across age and gender.

A model that centered on the emotions could aid us in characterizing individual and cultural differences. Differences in personality and temperament, including many psychopathologies, are essentially differences in the threshold for various affects. Cultures, economies, and political regimes might be described in terms of their success in addressing various emotional needs. Economic models that reduce human behavior to striving for material goods offer a cramped view of human nature; surely we need to incorporate into our models of well-being intangibles such as aesthetic and social factors. We need a current, evolutionary model of human needs and tendencies in order to address the normative questions of the social sciences and humanities. Cognitive and economic models are insufficient.

One great strength of Gintis’s model is his inclusion of pride and shame, a neglected emotion involving the orbitofrontal cortex, a limbic structure. Recognizing this emotion, ethologists have argued that striving for approval evolved from dominance striving in other primates (e.g., Mazur 2005; Omark et al. 1980; Weisfeld 1997). Unlike animals, however, humans compete for status mainly in non-combative ways, at least after childhood. Each culture, as Gintis says, socializes its children to adopt values that promote fitness in that particular environment. Individuals who fulfill these values gain fitness advantages, often by helping others and earning their trust and reciprocal help (Trivers 1971). But we also “internalize” other sorts of values, such as those concerning what foods to eat and what dangers lurk. The emotion of pride and shame is not sui generis, a super-ego; it competes for priority just as do other motives. We seek the approval of others and abide by social values in order to maintain our social status, but if hungry enough, we may steal.

Gintis’s model can explain pathological behaviors such as drug addiction, unsafe sex, and unhealthy diet. However, evolutionists have addressed such “diseases of civilization” effectively without recourse to decision-making concepts (e.g., Nesse & Williams 1994/1996). For example, phobias seem to constitute exaggerated fears of objects that were dangerous in prehistory, such as heights and strangers.

Lastly, Gintis’s model privileges laboratory research conducted on isolated individuals performing artificial tasks. This research doubtless helps us to imagine behavior that occurred under the prehistoric social conditions that shaped the human genome. However, we can gain more direct insight by studying spontaneous behavior, especially in forager cultures, given that humans evolved as a collectively foraging species arranged in extended families.

We are driven by our emotions, which are guideposts to fitness. We attend to and remember stimuli with emotional significance. We repeat behaviors that are emotionally rewarding, and avoid aversive actions. Our “errors” in reasoning are often systematic and adaptive, such as self-overrating, which apparently helps maintain self-confidence and feelings of deserv edness. Rationality would have evolved only insofar as it served these pre-existing emotions and the adaptive behaviors they prompt. We have labeled ourselves *Homo sapiens*, but it is time to disabuse ourselves of the overemphasis on learning and cognition that has plagued the behavioral sciences since the time of Watson, and philosophy since Descartes.

**The indeterminacy of the beliefs, preferences, and constraints framework**
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Abstract: The beliefs, preferences, and constraints framework provides a language that economists, and possibly others, may largely share. However, it has got so many levels of indeterminacy that it is otherwise almost meaningless: when no evidence can ever be a problem for scientific construct Z, then there is a problem for Z, for nothing can also be considered supportive of Z.

Herbert Gintis and I share a similar language. It is (if with different emphasis) the language of an extended, socially grounded, and cognitively limited version of rational choice – the language of game theory and evolution, and that of experimental and neuroscientific evidence. An achievement of the target article is in enabling readers to see how, among the many disagreements, there is also significant cross-talk going on among different behavioural sciences. Of course, the sceptic may reply that the reason that the author and I share a similar language is because, ultimately, we are both economists.

I am less clear about what is the contribution of the target article’s beliefs, preferences, and constraints (BPC) framework beyond the broad recognition of common themes and the exposition of specific views on specific points. It is natural for scientific frameworks, as opposed to specific theories, to have degrees of indeterminacy; but in order to be meaningful they still need to put restrictions on what they can explain. Take rational choice in economics. Rational choice by an individual is any choice
that maximizes her utility, as defined by a stable and reasonably parsimonious utility function, subject to the budget constraint. This is a framework with degrees of freedom, as it does not specify the specific utility function or model in relation to which rational choice applies. But the qualification that the utility function should be stable and parsimonious ensures that the framework is not simply analytically empty (Vanberg 2004); otherwise, any anomaly (e.g., framing) could be rationalized away by allowing an extra term in the utility function explaining away the apparent contradiction.

As a second example, take evolutionary psychology (e.g., Barkow et al. 1992). Evolutionary psychology states that the mind is a collection of specialised genetically hardwired mechanisms (modules), impenetrable to environmental influence. According to evolutionary psychologists, such modules reflect the adaptive solution to maximise the reproductive fitness of humans in the Pleistocene. Their methodology boils down to finding adaptive stories for why any trait X may have been fitness-maximising in the Pleistocene, and consider that as a theory of trait X. Although I share Lewontin’s (1990) scepticism about the ability to generally test what may be evolutionary just-so-stories, at least in principle this framework does put restrictions: If it were possible to show that in the Pleistocene trait X could not have been evolved as a specialised module, this would falsify evolutionary psychology.

Unfortunately, the BPC framework, as exposed and defended in the target article, combines the indeterminacies of these and other frameworks, and as a result puts virtually no restriction or constraints on what can be explained.

Assume that a researcher finds apparent BPC anomaly Y (e.g., Joe smokes, or engages in aggressive behaviour as the result of being treated procedurally unfairly). A natural BPC explanation is to say that the action is the result of a fitness function maximisation in the present time (e.g., Joe smokes because he feels he has a better chance with the girls if he does). Alternatively, the explanation would be that, although not fitness-maximising at the present time, the action was fitness-maximising in the past: in the smoking example, the stimulants released with smoking must have had adaptive value at some point in the past. Alternatively, one could say that the agent simply maximises her utility function, which is the by-product of a socially plastic brain. Alternatively, one could assume that genetic and social evolution have interacted in one of a number of possible ways. Alternatively, it could all be a matter of framing. Alternatively, it could be performance error, a black box for virtually everything else.

It is not worrisome that there are multiple explanations within a framework; what is worrisome is that the BPC puts basically no restrictions on what is admissible. Many of the alternatives (such as the evolutionary ones) can be fairly indeterminate and untestable, others can be more precise and testable, a few can even be consistent with each other; but in no sense is testing any of them a test of BPC. This is no comfort for finding the BPC framework persuasive: When no evidence can ever be a problem for a scientific construct Z, then there is a problem for Z, for nothing can also be considered supportive of Z.

Take the section 9.6 example of the conjunction fallacy, by which subjects consider the likelihood of a combination of two events as greater than each of the events individually. Gintis thinks that this is a problem just of faulty logic, which I believe is incorrect because the fallacy can be reproduced in a purely behavioural context and is behaviourally robust to learning opportunities (Zizzo 2003; 2005). Assuming that I am right, would this be a problem, however, for the BPC model? The answer is no, since, for example, one could simply say that agents are not good at forming beliefs and this may induce performance errors (the sect. 9.7 defence). Or one could say that what agents do represents a heuristic that has evolved as optimal now. Or, if not now, maybe it has evolved as an optimal heuristic sometime in the past. Or one could even blame our evolved, socially plastic brain as not having received enough environmental training to be able to deal with probability compounding seriously. And so on.

A few specific points: (a) Given the above, BPC can be consistent with more than rational choice: but, also, no evidence for or against rational choice has any implication for the status of BPC. (b) There is no reason why BPC should stand or fall on the status of expected utility theory; rational choice itself is compatible with any conventional approach such as generalised expected utilities, including variants of prospect theory (Starmer 2000). (c) However, prospect theory, which the author supports in section 9.2, is incompatible with expected utility theory as endorsed elsewhere. (d) As discussed in Zizzo (2002), what the evidence on dopamine shows is support not for a single, unitary value function (such as expected utility), but rather, for either an adaptive learning mechanism (e.g., Schultz et al. 1997) or purely as an attentional mechanism (e.g., Horvitz 2000; Redgrave et al. 1999a; 1999b). (e) Belief formation is indeed an area where research still needs to be done, given the limitations of rational expectations (Menzies & Zizzo 2006).
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Abstract: My response to commentators includes a suggestion that an additional principle be added to the list presented in the target article: the notion of human society as a complex adaptive system with emergent properties. In addition, I clear up several misunderstandings shared by several commentators, and explore some themes concerning future directions in the unification of the behavioral science.

The target article offered three main points. First, the core theoretical constructs of the various behavioral disciplines include mutually contradictory principles. Second, this situation should not be tolerated by adherents to the scientific method. Third, progress over the past couple of decades has generated the instruments necessary to resolve the interdisciplinatory contradictions. I am gratified to note that no commentator disagreed with the first of these assertions, and most agreed with the second, as well. Many agreed with the third point; and some, including Jones, elaborated on a theme only implicit in my analysis, that unification could foster more powerful intra-disciplinary explanatory frameworks. Finally, the remarks of several of the commentators, particularly those of Arnhart, Mesoudi & Laland, and Smith, have induced me to add another basic tool to my proposed framework, that of human society as a complex adaptive system (see sect. R2). My proposed framework for unification included three conceptual units: (a) gene-culture coevolution; (b) evolutionary game theory; and (c) the beliefs, preferences, and constraints (BPC) model of decision-making. I will refer to this nexus of concepts (now including the new entrant, complex adaptive systems theory) as “the framework.” The comments focusing on my third point fall neatly into
four categories: misunderstandings of, suggested additions to, suggested deletions from, and complete alternatives to the framework.

**R1. A unifying bridge, not a unified alternative**

The most common misunderstanding of my argument is to consider the framework as an alternative core for all the behavioral disciplines. By contrast, I offered my framework as a bridge linking the various disciplines, arguing that where two or more disciplines overlap, they must have, but currently do not have, compatible models. Because this overlap covers only a fraction of a discipline’s research agenda, the framework leaves much of existing research and many core ideas untouched. For an example of this misunderstanding, Ainslie fears that anti-reductiveists will reject the BPC model because it ignores the complexity of human consciousness, to which I respond that the BPC model ignores, but does not contradict, the phenomenon of human consciousness, which is likely an emergent property of brain function, partially but not completely analytically modeled on the neuronal level (Morowitz 2002). Similarly, Gow asserts that unification under the rubric of game theory “would constitute a step backwards” and that “Language processing, memory, problem solving, categorization, and attention are not easily construed as instances of strategic interaction.” Clarke expresses similar hesitations. However, I stressed that my unification framework would deeply affect those areas where inferences depend on an explicit model of human decision-making and strategic interaction. Many research areas in each discipline would therefore likely be untouched by unification, at least in our current state of knowledge.

Reacting to my statement that “if decision theory and game theory are broadened to encompass other-regarding preferences, they become capable of modeling all aspects of decision making” (target article, Abstract), Colman asserts that “game theory . . . cannot adequately model all aspects of interactive decision making.” I should have said “contributing to modeling” rather than simply “modeling.” Decision theory and game theory provide a universal lexicon for the behavioral sciences, and a methodological tool for performing experiments and systematically collecting data on human behavior. These tools are not a substitute for other research tools or methods.

Colman states that one can understand payoff dominance “only by departing radically from standard assumptions of decision theory and game theory.” This view, however, is either simply incorrect, or it depends on an idiosyncratic interpretation of what assumptions are “standard.” I accept as “standard” only rationality in the thin sense defined in my framework. Using this alone, in Colman’s example of a two-player coordination game with a Pareto-dominant equilibrium, there is a simple decision-theoretic argument that would explain why players choose the Pareto-dominant equilibrium: Each player has a probability distribution over the other’s choice, and each player places weight ≥1/2 on the Pareto-dominant choice. Why they choose such weights can be explained by their personal understanding of human motivation and psychology.1

In a similar vein, Mesoudi & Laland rightly assert that there is no reason for the researcher “to limit himself to just a single theoretical technique [game theory] when others – such as population genetic models [...], agent-based simulations [...], stochastic models [...], and phylogenetic methods [...] – may be more suitable in other cases.” Markman argues similarly that, “the cultural transmission of information takes place via communication processes that do not seem obviously explicable within game theory.” To reiterate: I do not propose game theory, or any other part of the framework, as sufficient for carrying out any particular research objective. I claim game theory is a universal lexicon and the overall framework is a bridge among the disciplines.

One final point of possible misunderstanding deserves mention. Foss observes that “quantum theory and relativity theory have resisted all attempts at unification in a single theory: they are, in Gintis’s terms, incompatible. Yet physics is unified.” In fact, physics is not currently unified, and the task of completing unification is thwarted by the lack of observable data concerning the overlap between gravitational and quantum theory. There is no scandal, however, as the problem is at the forefront of research, as opposed to being discreetly hidden from public view – the unfortunate situation in the behavioral sciences.

**R2. Human society is a complex adaptive system**

Arnhart suggests that a unified framework should incorporate the fact that the “behavioral sciences are historical sciences of emergent complexity that move through a nested hierarchy of three kinds of historical narratives: natural history, cultural history, and biographical history.” Smith strikes a similar note in observing that the hypothetico-deductive methods of game theory, the BPC model, and even gene-culture coevolutionary theory are “alien to or mistrusted by many behavioral scientists, who adhere to a more empiricist and particularist tradition.” Smith notes that “historical contingency and institutional constraint are primary foci of analysis and causal explanation; yet these appear to play a minor role in the vision of the behavioral sciences found in the target article” and goes on to say “the ethnographic methods developed by anthropologists, and the observational methods developed by behavioral ecologists, are crucial for testing and refining the general theories discussed in the target article.” Kennedy’s remarks are especially apposite in this regard. Cognitive anthropology is quite well suited to interface with gene-culture coevolution and the BPC model, and its special value lies in its ability to model culture and psychology at a level that fills in the black box of physical instantiation of culture in coevolutionary theory. I am particularly attracted to the fragmented concept of culture in this approach, and its recognition that culture must be validated in everyday life or it will be rejected with high probability (Bowles & Gintis 1986; Gintis 1980). Glassman adds that my framework “misses ways in which psychology and neuroscience . . . may go further beyond gene-culture dualism by articulating how varieties of living systems . . . evolve sufficiently as unitary targets of selection to mediate higher-level complex systems.”

I believe these valid concerns can be met by characterizing human society as a complex adaptive system. A
complex system consists of a large population of similar entities (in our case, human individuals) who interact through regularized channels (e.g., networks, markets, social institutions) with significant stochastic elements, without a system of centralized organization and control (i.e., if there is a state, it controls only a small fraction of all social interactions, and itself is a complex system). We say a complex system is “adaptive” if it evolves through some evolutionary (e.g., genetic, cultural, agent-based), process of hereditary reproduction, mutation, and selection (Holland 1975). To characterize a system as “complex adaptive” does not explain its operation, and does not solve any problems. However, it suggests that certain modeling tools are likely to be effective that have little use in a non-complex system. In particular, the traditional mathematical methods of physics and chemistry must be supplemented by other modeling tools, such as agent-based simulation and network theory, as well as the sorts of historical and ethnographic research stressed by Arnhart, Smith, and others.

Such novel research tools are needed because a complex adaptive system generally has emergent properties that cannot be analytically derived from its component parts. The stunning success of modern physics and chemistry lies in their ability to avoid or strictly limit emergence. Indeed, the experimental method in natural science is to create highly simplified laboratory conditions, under which modeling becomes analytically tractable. Physics is no more effective than economics or biology in analyzing complex real-world phenomena in situ. The various branches of engineering (electrical, chemical, mechanical) are effective because they recreate in everyday life artificially controlled, non-complex, non-adaptive environments in which the discoveries of physics and chemistry can be directly applied. This option is generally not open to most behavioral scientists, who rarely have the opportunity of “engineering” social institutions and cultures.

R3. Emerging transdisciplinary research themes

Several commentators suggest that my proposed framework can foster novel transdisciplinary research themes. Bentley, Glassman, and Mesoudi & Laland outline synthetic models of cultural transmission. Danielson offers encouraging observations of how philosophers and behavioral scientists can collaborate in developing ethical theory. Gow echoes a theme of Krueger in hoping that “rather than dismissing all deviations from the predictions of the model as ‘performance errors’ […], game theorists could improve their models by addressing how cognitive mechanisms produce systematic variation in performance.” McCain relates performance error to the beliefs side of the BPC model, saying “Gintis’s strategy is to introduce beliefs as an autonomous factor in decisions along with preferences and constraints, and to suggest that well-known empirical anomalies in rational action theory can be isolated as errors in beliefs.” This is correct. Schulte-Mecklenbeck adds that “The human information-acquisition process is one of the unifying mechanisms of the behavioral sciences,” and suggests that “process tracing […] could serve as a central player in this building process of a unified framework.” He notes that psychologists are developing descriptive models of choice when the expected utility theorem fails. Stanovich elaborates on a similar theme, suggesting that there may be a constructive synthesis of my framework and the anomalies and biases literature. “The processes that generate the biases,” he notes, “may actually be optimal evolutionary adaptations, but they nonetheless might need to be overridden for instrumental rationality to be achieved in the modern world.” I agree.

Pepper argues persuasively for an increased breadth of sociobiology, covering all orders of biological life. “In biology,” he observes, key empirical breakthroughs have revealed that what we now recognize as (selfish) individual organisms originated as intensely and elaborately cooperative collectives… Now that we are aware of the enormous potential for ongoing conflict within organisms, both among cells … and among genes […], the very existence of organisms that are well-integrated enough to act, selfishly or otherwise, is a testament to the importance of cooperation in both the processes and the outcomes of evolution.

E. O. Wilson (1975) unleashed a furor in suggesting that human sociality is a part of biological sociality (Segerstråle 2001), quite as ferocious as the one unleashed by Darwin when the latter suggested the evolutionary communality of humans and apes (Dennett 1996). The idea of sociobiology is now, however, sufficiently mature to be integrated into the mainstream behavioral sciences.

Stanovich notes that:

Humans alone … appear to be able to represent … a model of an idealized preference structure, … So a human can say: I would prefer to prefer not to smoke. The second-order preference then becomes a motivational competitor for the first-order preference. … The conflict then can become a unique motivational force that spurs internal cognitive reform.

I particularly like this research direction, because it was the theme of a chapter of my Ph.D. dissertation some 36 years ago. At the time, however, I could not conceive of how one would study this phenomenon. Now, however, much underbrush has been cleared, and a way forward, integrating economics, psychology, and neuroscience, seems eminently possible.

Weisfeld & LaFreniere argue that

An evolutionary model of human behavior should privilege emotions: essential, phylogenetically ancient behaviors that learning and decision making only subserve. Infants and non-mammals lack advanced cognitive powers but still survive. Decision making is only a means to emotional ends, which organize and prioritize behavior. The emotion of pride/shame, or dominance striving, bridges the social and biological sciences via internalization of cultural norms. (Weisfeld & LaFreniere commentary Abstract)

We have begun to work on this central transdisciplinary issue (Bowles & Gintis 2004b), but this is a beginning only.

Finally, I would like to endorse Markman’s plea that we study how individuals form mental representations, although I do not agree with his view that, “Because questions of mental representation do not fall naturally out of formulations of game theory, research driven by this framework is likely to gloss over issues of representation.” Game theorists perhaps have treated “beliefs” and “mental frames” in a rather cavalier manner, but no one has claimed their unimportance for game theory. There will be no shortage of game theorists willing to work in a
R4. Terminological misunderstandings

Some misunderstanding is based on my using terms in highly specific ways, and others interpreting these terms in different ways. I offer the following in the way of clarification.

I use the term “self-regarding” rather than “self-interested” (and similarly for “other-regarding” and “non-self-interested”) for a situation in which the payoffs to other agents are valued by an agent. For instance, if I prefer that another agent receive a gift rather than myself, or if I prefer to punish another individual at a cost to myself, my acts are “other-regarding.” I use this term to avoid two confusions. First, if an agent gets pleasure (or avoids the pain of a guilty conscience) from bestowing rewards and punishments on others, his behavior may be rightly termed “self-interested,” although his behavior is clearly other-regarding. Second, some behavioral scientists use the term “self-interest,” or “enlightened self-interest,” to mean “fitness maximizing.” By contrast, I generally use terms referring to the behavior of an agent as proximate descriptions, having nothing to do with the ultimate explanations of how this behavior might have historically come about as a characteristic of the species. For example, one can observe other-regarding behavior in the laboratory, although there are likely evolutionary explanations of why it exists.

Historically, the inclusive fitness associated with a behavior has been considered equivalent to the impact of behavior on close relatives, according to the kin selection theory of William Hamilton and others, in which relatedness is measured by “common descent” and appreciable levels of relatedness are confined to close relatives (Hamilton 1964). I used the term “inclusive fitness” in this manner in the target article. More recently, several population biologists have recognized the rather complete generality of the inclusive fitness concept, and it is now coming to be used to mean the total effect of a behavior on the population pool of genes that favor this behavior (Fletcher & Zwick 2006; Grafen 2006). In this newer sense, an inclusive fitness of less than unity ensures that a behavior cannot evolve. Either use of the term is acceptable, but if both uses are made, the results are typically undesirable. In this response, I use the term “kin-selection inclusive fitness” to refer to the older usage, and “total-impact inclusive fitness” to refer to the newer.

Finally, an older literature treats gene-level, individual-level, and group-level selection as referring to the entity that is selected for or against in an evolutionary dynamic (Mayr 1997). However, any fitness measurement in terms of group-level categories can be reorganized using individual-level categories; and similarly, and individual-level fitness measurement can be written in gene-level terms. Ultimately, unless a behavior increases the expected fitness of individuals in the population involved in the behavior, the behavior cannot grow, except possibly in the short term through random diffusion (Kerr & Godfrey-Smith 2002; Wilson & Dugatkin 1997). Therefore, both in the target article and in my remarks below, I use the term “multi-level selection” differently, as follows.

The fitness of a gene depends on the characteristic environment in which it evolves. If the description of the environment relevant to measuring the fitness of a gene does not depend on interactions with other genes, the gene-centered accounting framework is appropriate. Suppose, however, a number of genes act in concert to produce a phenotypic effect. Then, the complex of genes itself is part of the environment under which the fitness of each gene is measured. This complex of genes (which may be localized at the level of the individual) may be best analyzed at a higher level than that of the single gene.

In species that produce complex environments (e.g., beaver dams, bee hives), these environments themselves modulate the fitness of individual genes and gene complexes, so are best analyzed at the level of the social group, as suggested in niche construction theory (Odling-Smee et al. 2003). Gene-culture coevolutionary theory, which applies almost exclusively to our species, is a form of niche construction theory in which cultural rules, more than genetically encoded social interactions, serve to modulate the fitness of various genes and gene complexes. Gene-culture coevolution is therefore group selection, although it must be remembered that the whole analysis of genetic fitness even in this case can be carried out at the level of the individual gene, just so the social context is brought in as relevant to fitness.

In considering group selection in the evolution of human altruism, it is important to distinguish between “hard” and “soft” group selection. The former conforms to the traditional notion of the altruist being disadvantaged as compared with his non-altruist group mates, but altruists as a whole have superior population-level fitness because groups with many altruists do better than groups with few. This form of “hard” (between- versus within-group) selection, exemplified by the use of Price’s famous equation (Price 1970), probably is important in the case of humans, especially because human culture reduces the within-group variance of fitness and increases the between-group variance, hence speeding up group-level selection. However, hard group selection is not necessary for my analysis of altruism.

The second, less demanding, form is “soft” group selection, in which altruists are not less fit within the group, but groups with a high fraction of altruists do better than groups with a lower fraction. The forms of altruism that I document in the target article could have evolved by a soft group selection mechanism alone (Gintis 2003b). For instance, suppose social rules in a particular society favor giving gifts to the families of men honored for bravery and killed in battle. Suppose these gifts enhance the survival chances of a man’s offspring or enhance their value as mates. The altruism of individuals in this case can spread through weak group selection, leading to more and more human groups following this rule. This is surely group selection, but of course could just as easily be accounted for as individual selection, or even gene selection, as long as the role of social rules in affecting fitness is kept in mind.

R5. Misunderstandings of the BPC model

The BPC model is not an explanation of choice behavior, but rather a compact analytical representation of behavior. The BPC is, in effect, an analytical apparatus that exploits
the properties of choice transitivity to discover a tractable mathematical representation of behavior. A good BPC model is one that predicts well over a variety of parametric conditions concerning the structure of payoffs and the information available to agents. It is often extremely challenging to develop such a model; but when one is discovered, it becomes widely used by many researchers, as in the cases of the expected utility theorem (Mas-Colell et al. 1995; Von Neumann & Morgenstern 1944), prospect theory (Gintis, in press; Kahneman & Tversky 1979), and quasi-hyperbolic discounting (Laibson 1997; Laibson et al. 2004). The objections that the BPC model is too general, or too specific, or false because people are not rational, are misguided through lack of appreciation of this point.

R5.1. Is the BPC model too general?

Zizzo claims that “The BPC framework . . . puts virtually no restriction or constraints on what can be explained,” arguing: “Assume that a researcher finds apparent BPC anomaly Y . . . A natural BPC explanation is to say that the action is a result of . . . [various alternatives].” However, BPC does not attempt to explain, only represent. Moreover, it is extremely difficult to discover an adequate representation of some behaviors, and many remain without adequate models, so the notion that the framework can explain virtually anything is just wrong. Similarly, Hodgson says, “I do not argue that choice consistency . . . is refuted by the evidence. Instead, I uphold it would be difficult in practice to find any evidence strictly to refute this assumption.” This is true, because, given transitive preferences, the BPC model is either more or less successful as a tool of scientific discovery. Further on in the commentary, Hodgson continues, “Gintis can point to many examples of its [i.e., the rational actor framework’s] apparent success, not only in economics, but also in biology, sociology, and elsewhere . . . . [However, these successes] depend critically on assumptions that are additional to typical axioms of rationality.” This is quite correct, but it is no more a critique than to say differential equations are not useful unless we specify the relevant functional forms and parameters. Hodgson asserts that the problem is “explaining where beliefs and preferences come from . . . From an evolutionary perspective, they can no longer be taken as given.” I could not agree more. The BPC is an analytical tool of proximate causality that is useful when there is preference transitivity over some, possibly non-obvious, choice space. It is too general a tool to do any heavy lifting without numerous auxiliary assumptions, and it does not deal with ultimate causality at all. The BPC model shares these properties with all analytical tools, unless we believe in some version of Kant’s synthetic a priori, which I do not. The evolutionary roots of human behavior have been a primary research area for my colleagues and myself (Bowles & Gintis 2004a; Bowles et al. 2003; Boyd et al. 2003; Gintis 2000d; 2003b; in press), but the major tools involved include gene-culture coevolution, as well game theory and the BPC model.

Hodgson also complains that “the meaning of ‘rationality’ is undermined when it is applied to all organisms.” Accusing me of this is particularly ironic, since I introduced the BPC terminology precisely to avoid the intellectual baggage associated with the term “rational.” Moreover, it is plausible to attribute beliefs to a variety of species, although for animals without brains or otherwise lacking the capacity to form mental representations of their life-world, the use of the term is at best a harmless turn of the phrase.

Hodgson’s final point is that, compared with the BPC model, there is “an alternative”: namely, “What are common to all organisms are not beliefs but behavioral dispositions.” Of course, unless these dispositions lead to preference intransitivity, they are not an alternative at all. In those (presumably few) cases where preference intransitivity over any plausible choice space fails, I am happy to move to “behavioral dispositions.”

R5.2. Is the BPC model too specific?

Zizzo comments that “there is no reason why BPC should stand or fall on the status of expected utility theory; rational choice itself is compatible with any conventional approach such as generalised expected utilities, including variants of prospect theory.” I fully agree, and plausible evolutionary arguments can be given for such variants, including prospect theory (Gintis, in press), although for reasons presented in the target article, I think that evolutionary arguments make expected utility theory the default case.

Bentley objects that “in the beliefs, preferences, and constraints (BPC) model, the assumption that human decisions have an optimal value . . . neglects how many behaviors are highly culturally dependent and individually variable.” This is not correct. In the target article I show that the assumption of transitivity, plus a few technical conditions, implies the existence of a utility function that represents the agent’s choices. Of course, this utility function will be culturally dependent and individually variable. Continuing in the same vein, Bentley asserts that, “Complex choices can be fundamentally different from simple two-choice scenarios . . . BPC would seem to work best in cases where the complexity of choices is lowest.” I agree that the BPC model may not help us predict complex choices in a real-world complex adaptive system. But, neither can anything else. On the other hand, the BPC model suggests general ways such choices might react to parameter shifts. For example, no matter how complex the choice situation, an increase in the cost of taking one option should decrease the probability that that option is taken, so we can obtain a quantitatively accurate elasticity of response to the cost in question. The value of such elasticities for predicting behavior should not be underestimated.

For instance, Weisfeld & LaFreniere note that “Gintis mentions that his model can explain pathological behaviors such as drug addiction, unsafe sex, and unhealthy diet. However, evolutionists have addressed such ‘diseases of civilization’ effectively without recourse to decision-making concepts.” I argued that they have addressed these issues ineffectively precisely because without the BPC model there is no way to aggregate their effects and predict how behavior will respond to changes in social variables under policy control. I made this point clearly in my discussion of drug addiction in the target
article, showing that the BPC model allows us to carry out effectiveness studies of various alternative policies (incarceration, taxation, decriminalization). Evolutionists who reject the BPC model have little to contribute to social policy analysis because ultimate causality does not reveal proximate causality.

R5.3. Is human behavior irrational?

Despite my attempt to carefully delimit these terms, confusion still reigns concerning the use of the terms “rational” and “maximize.” Price, Brown, & Curry [Price et al.] argue that individuals are “adaptation executors,” whereas the BPC model portrays individuals “as rational actors who choose the available course of action that they expect will maximise their fitness.” However, as I made clear in the target article, being a “rational chooser” follows from, and is certainly not incompatible with, being an “adaptation executor.” Moreover, the notion that I suggested in the target article (or anywhere else) that individuals make choices that “they expect will maximise their fitness” is a bizarre and outlandish attribution indeed. Acting to maximize fitness does not explain much human behavior.

R5.4. Can the BPC model deal with intragenomic conflict?

Price et al. argue that the BPC model “is predictively mute on all forms of intragenomic conflict, and therefore on how individual preferences may conflict and/or be suppressed by rival psychological mechanisms.” They conclude from this that “BPC is not up to the task of uniting the social and natural [sic] sciences, especially in the age of genomics.” However, the framework I offer does not consist of the beliefs, preferences, and constraints model alone. It includes evolutionary biology in general, and gene-culture coevolution in particular, which allows us not only to deal with intragenomic conflict, but also to model the resulting human behaviors analytically using the BPC apparatus (deQuervain et al. 2004; McClure et al. 2004).

R5.5. Does brain modularity imply non-rational behavior?

Tooby & Cosmides argue that natural selection favors “building special assumptions, innate content, and domain-specific problem-solving strategies into the proprietary logic of neural devices… These decision-making enhancements … are often irrational by classical normative standards.” Of course, this is one of the central reasons I gave in the target article for abandoning the “classical normative standards” in favor of the principles of consistency on which the beliefs, preferences, and constraints model depends.

R5.6. The BPC model emerges unscathed

In summary, I believe that an idiosyncratic or traditional version of the rational actor model has drawn objections from several commentators here, rather than my version. The version I outlined in the target article appears to have survived attack. Commentators had no trouble offering objections to some version of the rational actor model (generally an idiosyncratic or traditional version), but not to my version. The version I outlined in the target article appears to have survived attack. I am encouraged that the BPC model can remain among the basic analytical tools capable of bridging the various disciplines.

R6. Critique of gene-culture coevolutionary theory

Gene-culture coevolutionary theory holds that (a) there is a cultural dynamic in human society that obeys the same structural equations as genetic evolution; and (b) human culture is a strong environmental influence on genetic evolution, accounting for human prosocial emotions, other-regarding preferences, and principled (such as honest or truthful) behavior. Brown & Brown offer their own work on selective investment theory (SIT), which is “an example of how other-regarding preferences can be accommodated by a gene-centered account of evolution.” They argue that the “fundamental target of selection is the gene, not the group, the species, or even the individual… [T]he gene-centered view of evolution can and does support other-regarding preferences; there is no need to buy into the less parsimonious and more controversial notion of group selection.” In section 4, I offered a second account to explain how a gene-centered account is not different from an individual-centered or a group-centered account. We now know that gene, individual, and group selection are simply alternative accounting frameworks for explaining the same phenomenon (Fletcher & Zwick 2006; Grafen 2006; Kerr & Godfrey-Smith 2002; Wilson & Dugatkin 1997). As soon as Brown & Brown extend other-regarding preferences to “genetically unrelated coalition partners,” they are implicitly moving to an accounting framework above the gene level (genes do not have coalition partners). Selective investment theory was developed by Brown & Brown to explain social bonding in long-term relationships, and the willingness of individuals to engage in costly long-term investment in such relationships. The context for such relationships is generally kin and family, where the larger set of cultural institutions can be taken as given, and the assertion of “gene-centered” evolution has at least a semblance of plausibility – although here, as well, “family” includes unrelated mates, at least, and long-term bonds in such cases might fare better in a family-centered accounting framework. At any rate, gene-culture coevolution applies to a much broader set of human behaviors, propensities, and institutions than does selective investment theory.

R7. Critique of strong reciprocity

As an example of the synergistic interaction of the various elements of my framework for unification, I referred to work by myself and colleagues on strong reciprocity, which is a predisposition in humans to cooperate with others, and to punish those who violate the norms of cooperation, at personal cost, even when these costs cannot be repaid. No commentary author disputes the existence of strong reciprocity, but several question my evolutionary interpretation of the phenomenon. Brown & Brown assert that my colleagues and I
subscribe to views of evolution and other-regarding preferences that are themselves steeped in controversy.” This is true, but hardly a critique. Strong reciprocity has been around only since the year 1998 (Fehr & Gächter 1998), was identified as such two years later (Gintis 2000d), and has drawn the attention of the behavioral science community only in the recent past.

Brown & Brown characterize our position as a situation in which “helpers sacrifice inclusive fitness for the good of the group” (the commentators’ emphasis). This is an incorrect interpretation of our models. Strong reciprocity may involve the sacrifice of individual fitness on behalf of the group, but never total-impact inclusive fitness, or the behavior could not evolve. Moreover, there are signaling models of strong reciprocity in which strong reciprocity is individually fitness maximizing (Gintis et al. 2001), or are part of an inseparable behavioral program that is individually fitness maximizing (Gintis 2003a; 2003b).

Burgess & Molenaar claim that kin selection and reciprocal altruism are sufficient to explain human other-regarding behavior, but they do not reveal how these forces explain strong reciprocity. “Enlightened self-interests” asserts Getty, “are still ultimately self-interests.” This is true, but strong reciprocity is not self-regarding behavior at all, although it may maximize inclusive fitness, which is a completely different matter. A parent who sacrifices for its offspring is not exhibiting enlightened self-interest, for example, unless one wants to redefine self-interest to mean anything with which one shares genes, in which case it is redundant – the term “inclusive fitness” will do. Getty explains that “If costly other-regarding preferences have evolved in response to selection, then somehow or another they are ultimately in the constrained, relative self-interests of the individuals who express these traits.” This is exactly what I am asserting is not the case. The analytical empirical bases of the traditional bias of biologists against multi-level selection in general, and gene-culture coevolution in particular, are being supplanted by the various new approaches described earlier.

Getty goes on to say that “Hagen and Hammerstein (2006) provide a critique of Ginits’s interpretation of the seemingly selfless behavior of human subjects in contrived experimental games.” However, Hagen and Hammerstein do not claim to provide a “critique.” Rather, they entertain alternative interpretations to our results and suggest future research that might resolve these issues. Nor do they claim that experimental games are “contrived.” I am pleased to see that Getty agrees with me on one important point, where he quotes me as saying, “A moral sense helps us be reasonable, prosocial, and prudential concerning our long-term interests” and says that this “seems like a sensible hypothesis” to him. The paper that attempts to make this point (Gintis 2003b), however, does not conclude that our moral sense is limited to defending our “long-term and enlightened self-interests.”

Price et al. argue that my interpretation of strong reciprocity as an adaptation explicable through gene-culture coevolutionary theory is incorrect: “[T]he observation of such behaviour is not a sufficient basis on which to conclude that the behaviour evolved for the purpose of producing a fitness-damaging outcome.” First, I do not believe, and I did not argue, that behavior evolves for a “purpose.” Second, I did not argue that strong reciprocity is fitness-damaging; I argued that it is other-regarding, and I located strong reciprocity among the various human brain adaptations that support moral behavior. Third, as I explained above, adaptations cannot be on balance fitness-damaging to the genes that account for the behavior, although they may reduce the fitness of some individuals who carry the adapted genotype.

Price et al., following the Cosmides-Tooby paradigm in evolutionary psychology, are hostile to gene-culture coevolutionary theory and indeed to any model of selection above the level of the gene. Hence, they argue that complex prosocial behaviors such as strong reciprocity cannot be adaptations, but rather are fitness-reducing behaviors due to novel environments. They compare the other-regarding behaviors exhibited in laboratory settings to environmental novelty alone, giving the example of pornography. This is quite a poor example. First, the capacity to be motivated by artificial visual material may well be an adaptation. Second, the argument my colleagues and I present is not a simple just-so story. Rather, we supply careful arguments as to why strong reciprocity is an adaptation, based on our understanding of the organization of social life in Pleistocene hunter-gatherer groups; based on the neuroanatomy of the human prefrontal cortex, the orbitofrontal cortex, and the superior temporal sulcus; and based on our understanding of the physiological basis of human emotions (see Gintis et al. 2005a and the comments of Weisfeld & LaFreniere in this issue of BBS).

Noé proposes “more reflection on other forms of cooperation before deciding that phenomena or evolutionary mechanisms require unique explanations. Cooperation can be found in a breathtaking number of forms in a wide range of organisms.” I welcome Noé’s examples of mutualism, which help flesh out a general sociobiological theory of cooperation. It remains, however, that humans deploy forms of cooperation (strong reciprocity, and even reciprocal altruism) that are not found, or are very rare, in other species. However, it may well be that these have mutualistic explanations, such as costly signaling (Gintis et al. 2001).
[sic] sciences.” They do not attempt to justify this assertion, and indeed, I do not believe it can be justified. For one thing, many behavioral disciplines stress proximate causality, and are indifferent to ultimate issues unless these provide fruitful hypotheses for proximate modeling. In short, many behavioral sciences are interested in how things work, not how they got that way. Evolutionary theory is incapable, even in principle, of supplying answers to such proximate questions. For another, human society is a complex adaptive system with emergent properties and forms of stochasticity that defy explanation in terms of natural selection alone.

The evolutionary psychologists working in the tradition of Cosmides and Tooby reject the BPC model because it is a proximate mechanism. Indeed, they attempt to discredit my framework by identifying it with the BPC model, despite the fact that I clearly state that it is one of several fundamental unifying principles. The BPC model should not be compared with these authors’ adaptationist program for the simple reason that the former deals with proximate and the latter with ultimate causality. Tooby & Cosmides claim that evolution created “neurocomputational mechanisms” that actually make decisions, rather than systems of transitive preferences, as favored by the BPC model. They suggest that “computational descriptions of these evolved programs […] are the genuine building blocks of behavioral science theories, because they specify their input-output relations in a scientific language that (unlike BPC) can track their operations precisely.” This is incorrect. If payoffs to various decisions are frequency dependent (as they generally are, and as postulated in game theory), then no neural structure can explain how decisions are made without reference to the frequency distribution of other agents. This, the BPC model and game theory can do, whereas evolved computational mechanisms are incapable of doing so by definition – they do not include all the relevant decision variables.

The objection made by Tooby & Cosmides and their co-workers to the BPC model is that evolution produces highly modular solutions to particular evolutionary problems, so that the brain becomes a collection of specialized modules, each devoted to a particular evolutionarily relevant task. This is true; but humans are capable of discovering novel solutions to problems never before encountered, so that the brain enjoys a generalized intelligence that cannot be captured by the discrete modular theory (Geary 2005). This generalized capacity for solving novel problems allows experimentalists to vary the parameters (constraints, information) of a problem and infer from the subjects’ choices the nature of the preference function that summarizes their decision-making structures. The extreme modularity proposed by EP is an impediment to EP serving as a bridge across disciplines.

**R9. Past attempts at a unification of the behavioral sciences**

My proposed unification project accepts and respects that the various behavioral disciplines define their particular research objectives, and carry them out for the most part, without regard to what occurs in other disciplines. Only where their objects of study overlap are the requirements of interdisciplinary consistency currently not met. Generally, this is in the area of human decision-making and strategic interaction. While my concept of unification is limited to providing interdisciplinary consistency, its major value is likely to be the increase in explanatory power of both trans- and interdisciplinary work. Some commentators hold a different conception of unification. Hammond holds that we already have unification because of “the behavioral sciences’ ironclad commitment to a methodology that prevents valid generalization.” I argue that no single methodological commitment is sufficient to unify a set of disciplines that have conflicting models of human behavior. Colman offers “the theory of operant conditioning” as an alternative. I cannot conceive of how this principle might resolve conflicts among the disciplines. Clarke refers to “the structuralist social theories developed by Althusser, Poulantzas, and others, in the 1960s and 1970s” as candidates. I did not include these thinkers because their model of the individual does not so much solve as sweep under the table the contradictions among models of decision making and strategic interaction by asserting the standard structuralist denial of individual agency. Finally, I described earlier why evolutionary psychology in the Cosmides and Tooby tradition, with its central concern with ultimate explanation, does not address disciplines whose main concern is proximate explanation.

**R10. Points of contact**

Burgess & Molenaar suggest that I express an “objection to reductionism” because I deny that “behavioral science in any sense reduces to biological laws.” I am quite in favor of reducing complex phenomena to the interaction of their simpler parts whenever possible. However, there are frequently emergent phenomena in moving from biology to the social sciences that have not been successfully analyzed in purely biological terms, and are unlikely to be so in the foreseeable future (Maynard Smith & Szathmary 1995/1997; Morowitz 2002). I never expressed such an objection, nor do I have one.

Getty asks, “What does it mean to have your research ‘informed’ by fundamental laws, but not ‘reduced’ to those laws?” That A informs B but B does not reduce to A means that the explanatory and modeling principles of A are useful in B, but there are properties of the systems studied by B that cannot be explained using concepts from A alone. Getty goes on to remark that I do not “get around to showing how useful the proposed unified theoretical framework could be.” My claim is that unification will resolve contradictions across disciplines, and that the resulting models will be much more powerful than the array of heterogeneous, incompatible models. I exhibit this possibility in my treatment of strong reciprocity.

Glassman charges that my discussion of the fitness enhancing decision-making ability of human “complex brains” contains the homunculus fallacy. This is an unwarranted charge. Here is what I said: “The brain evolved because more complex brains, despite their costs, enhanced the fitness of their bearers” (my emphasis in the target article). Where is the homunculus buried in this bland statement?
Markman observes that “the concept of a meme is an interesting metaphor for communication drawn from evolutionary theory, but it is hardly a viable theory of cultural transmission of ideas.” This is true, but I did not endorse memetics, which is inconsistent with gene-culture coevolution, which I do endorse.

R11. Conclusion

In my target article, I argued that the core principles of the behavioral disciplines contain falsehoods, and only the narrowest of behavioral scientists can be ignorant of this fact. Yet, this situation is accepted with bland equanimity. “Truth.” Spinoza (1677/2005) once noted, “is true in itself; it does not depend on any argument for its truth” (Ethics II, Prop. 43, Scholium). I interpret this to mean that having substantial grounds for the truth of a proposition is sufficient to explain why an individual accepts its truth. The obverse, however, is also correct: that individuals hold false or incompatible propositions to be true does require explanation.

Why behavioral scientists do not object to the unfounded, and indeed implausible, beliefs of their counterparts in other disciplines is a problem of a different order. I have not attempted to explain this fact here or elsewhere, but it deserves some passing mention, as unification may involve attacking and overturning the social and psychological bases of what might be termed “malignant tolerance.” Tolerance is benign, indeed admirable, when it promotes cultural and religious diversity. In science, also, openness to new and even extravagant ideas is desirable. But routinized tolerance of incompatible scientific propositions is highly malignant. For it necessarily replaces the search for truth with an unhealthy but professionally safe splintering of this search into disciplinary fiefdoms where camaraderie among the like-minded reigns supreme, precluding to the choir is de rigueur, and outsiders attempting to impose external standards are deeply resented.

Why do biologists use agent-based models, whereas economists consider them unworthy of recognition? Why do sociologists ignore the brilliant cultural models developed in biology? Why do some disciplines tolerate learning-by-experience models but not imitation models? Why do psychologists delight in interpreting their findings as undermining economic theory? Why do some disciplines barely tolerate analytical methods, while others barely tolerate applied, historical, and ethnographic methods? I do not presume to have answers for these questions.

I suspect that overcoming this lamentable state of affairs will require coordinate action on several fronts. Most important will be concrete transdisciplinary findings that enrich multiple disciplines and subvert disciplinary isolation. It is here that a framework for unification will most surely show its value. Second, established leaders in each discipline must have the scientific integrity to suppress their instinctive support for the very institutions that led them to prominence; by promoting transdisciplinary principles that they perhaps understand only well enough to recognize their power. Third, funding agencies such as the National Science Foundation and the National Institutes of Mental Health must develop a long-range plan for abandoning their ecumenical support for research based on incompatible models in distinct disciplines, and embrace transdisciplinary research that brings the discrepancies among these models center stage.
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NOTE

1. In a personal communication, Colman refers to Bacharach (1985) in support of his argument. This paper axiomatizes game theory and proves several elegant theorems, including the Nash equilibrium solution concept. However, Bacharach assumes extremely strong rationality axioms going far beyond the “thin” conception of rationality (transitivity) defended in this paper. These include the principle that if $p$ is a theorem, every agent knows that $p$ is a theorem (M2, p. 22). This recursively ensures that each agent knows the others’ priors, which is far from empirically acceptable.
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